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Abstract

We examine the effects of introducing investment adjustment costs, variable capital utilization, indivisible labor, and material goods into a sticky price model subject to a cash-in-advance constraint. Combining these elements, the model overcomes the main criticisms traditionally addressed to this class of models. Under Watson (1993) goodness-of-fit criterion, the model does a very good job at replicating the dynamics of output, hours and investment. However, this framework dramatically fails at reproducing the spectrum of inflation. This unfortunate conclusion is robust to numerous alternative specifications.
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1 Introduction

Over the past decade, sticky price models of the business cycle have become one of the dominant workhorses of applied macroeconomics. However, much as their RBC counterparts, these models suffer from major deficiencies. First, as has been forcefully demonstrated by Chari et al. (2000), these models cannot generate persistent movements of output in response to money shocks, unless one is ready to postulate unreasonably high degrees of nominal rigidity. This in turn implies that sticky price models hit by monetary shocks cannot reproduce the peak in the spectral density of output growth at business cycle frequencies. Second, Ellison and Scott (2000) report that a standard sticky price model generates far too much volatility for output growth at very high frequencies. Taken together, these results cast serious doubts onto the ability of sticky price models to provide a convincing framework for macroeconomic analysis.

In response to these criticisms, recent researches have devoted important efforts to strengthen the internal propagation mechanisms of sticky price models. Much of these efforts consist in augmenting these models with elements that work towards \((i)\) reducing the responsiveness of real marginal costs to output and \((ii)\) diminishing the volatility of output originating from monetary shocks. Among these ingredients, prominent examples include the presence of materials goods, variable capacity utilization, and indivisible labor, which concern the first point, and investment adjustment costs, which concern the second point.

In this paper, we examine quantitatively the effects of introducing all or part of the above-mentioned elements into an otherwise standard sticky price model à la Calvo (1983). Our objectives are twofold. First, we want to assess to what extent the conclusions reached by Ellison and Scott (2000) are robust to an environment more complicated than the standard sticky price model which they considered. Second, we want to examine the quality of our augmented sticky price model for other variables than solely output.

With regard to our first objective, the mechanisms taken into account in our model are expected to help improve its performances along two dimensions. First, the inclusion of investment adjustment costs should significantly reduce the volatility of output at high frequencies which obtain in standard sticky price models. Thus there is hope that our model can partly escape the critique of Ellison.
and Scott (2000). Second, as shown by Dotsey and King (2001), taking materials goods and variable capacity utilization into account helps obtain hump-shaped dynamics of output in response to a money shock. Thus these mechanisms contribute to concentrate the variance of output growth at business cycle frequencies. From these remarks, we expect that the proposed model can successfully overcome the major deficiencies from which sticky price models traditionally suffer when it comes to output.

However, and this leads us to our second objective, it remains to be seen whether this augmented model is able to generate realistic dynamics for other major macroeconomic variables traditionally studied in the business cycle literature. To investigate this question, we also consider the implications of our model for investment, total hours worked, markups, and inflation. Considering investment and hours is motivated by our emphasis on adjustment costs and indivisible labor. Additionally, sticky price models provide a theory for inflation and markups dynamics. Thus, any study devoted to assess the fit of sticky price models should include these variables into the set of investigated variables altogether. Notably, we pay particular attention to the ability of our model to reproduce the inertial dynamics of inflation.

In the spirit of Ellison and Scott (2000), the model’s goodness-of-fit is assessed by resorting to Watson’s (1993) test. This procedure consists of augmenting the model with an approximation error designed to reconcile the second order moments of the model with those from the data. If the added error is small, then the model is judged to do a good job of accounting for these moments. One key feature of this test is that it permits us to focus on particular frequencies along which dynamic general equilibrium models have been traditionally evaluated.

Finally, some of the key parameters of our model, are estimated using a method consistent with the spirit of Watson’s (1993) test. This estimation strategy is a variant of the procedure proposed by Diebold et al. (1998). This method selects the estimated parameters so as to minimize a weighted distance between empirical and theoretical spectra. Given lack of a priori information, we estimate the parameter governing the degree of nominal rigidity, investment adjustment costs, and productivity shocks. Interestingly, we find that our benchmark model requires a small amount of price stickiness in order to reproduce the spectrum of output growth.

Our main results are as follows. First, we formally show that the augmented sticky price model does a very good job of accounting for the dynamics of output growth, investment growth, and total
hours growth. However, this model dramatically fails at providing a satisfying theory for inflation and markups dynamics. The model always generates far too much volatility for inflation, especially at business cycle frequencies, and not enough for markups, resulting in very high approximation errors. To check the robustness of this conclusion, we also consider versions of the model with fewer refinements than in the benchmark specification. We find that the identified problem still persists.

The remainder is as follows. Section 2 lays out our theoretical framework. Section 3 describes our results. First, the different theoretical components taken into account are discussed in detail. Second, the estimation procedure is outlined. Then, we resort to Watson’s (1993) test to assess the empirical fit of our model. The last section briefly concludes.

2 The Model

2.1 Households

We consider a discrete time economy\textsuperscript{1} populated with a continuum of size one of identical, infinitely-lived agents. Each agent is endowed with one unit of time which can be devoted to labor or leisure. The agents own all the primary factors, namely physical capital, $k_t$, and labor, $n_t$. The representative agent’s goal in life is to maximize

$$E_0 \sum_{t=0}^{\infty} \beta^t U(c_{1,t}, c_{2,t}, n_t),$$

where $U(\cdot)$ is a well-behaved momentary utility function, $E_0$ is the expectation operator, conditional on information available as of time $t=0$, and $\beta \in (0,1)$ is the subjective discount factor. Following Lucas and Stokey (1987) and Cooley and Hansen (1995), the detention of money is motivated by the requirement of accumulating cash balances to finance a subset of consumption expenditures. We resort to the familiar cash good-credit good construct, where $c_{1,t}$ represents consumption of cash goods, and $c_{2,t}$ stands for consumption of credit goods. Finally, $n_t$ denotes labor supply.

The representative agent maximizes (1) subject to the sequence of constraints

$$c_{1,t} + c_{2,t} + m_t + \dot{i}_t + a(u_t) k_t \leq w_t n_t + r_t u_t k_t + m_{t-1} / \pi_t + h_t + \tau_t,$$

\textsuperscript{1}A detailed technical appendix is available from the authors upon request.
\[ c_{1,t} \leq m_{t-1}/\pi_t + \tau_t \]  

\[ k_{t+1} \leq (1 - \delta) k_t + \varphi (k_t, \hat{u}_t, i_{t-1}). \]  

Equation (2) is the budget constraint expressed in real terms, where \( \hat{u}_t \) represents investment, \( r_t \) is the real rental rate of capital, \( u_t \) is the utilization rate of capital, \( w_t \) is the wage rate, \( h_t \) denotes profits redistributed by monopolistic firms, and \( m_t \equiv M_t/P_t \) are the real cash balances accumulated for the next period, \( M_t \) and \( P_t \) being respectively the nominal cash balances and the aggregate price index. The term \( \pi_t = P_t/P_{t-1} \) represents the (gross) inflation rate and \( \pi_t \equiv T_t/P_t \) where \( T_t \) is a nominal transfer from the government. The function \( a(\cdot) \), increasing and convex, reflects the fact that a higher utilization rate of physical capital calls for increased maintenance costs. We assume that \( a(u) = 0 \) and \( a''(u) u/a'(u) = \nu_u > 0 \), where \( u \) is the steady state utilization rate. Equation (3) is the cash in advance constraint, which requires that cash goods consumption be financed by previously accumulated cash balances plus current nominal transfers.

Finally equation (4) describes the law of motion for physical capital, which is assumed to depreciate linearly with constant rate \( \delta \in (0, 1) \). The function \( \varphi(\cdot) \) reflects the presence of adjustment costs in the accumulation of physical capital. As has been documented before\(^2\), adjustment costs are necessary in sticky price models to prevent investment and output from being counterfactually volatile in response to monetary shocks. We defer until next section the precise description of the shape taken by \( \varphi(\cdot) \).

### 2.2 Firms

The production side of the economy has three sectors. In the first one, competitive firms produce a homogeneous final good with the inputs of intermediate goods, according to the Dixit and Stiglitz (1977) CES technology:

\[ y_t = \left( \int_0^1 y_t(\varsigma)^{(\varepsilon-1)/\varepsilon} d\varsigma \right)^{\varepsilon/(\varepsilon-1)}, \]  

where \( y_t \) is the quantity of final good produced in period \( t \) and \( y_t(\varsigma) \) is the input of intermediate good \( \varsigma \). Intermediate goods are imperfectly substitutable, with substitution elasticity \( \varepsilon > 1 \). The zero

---

\(^2\)See, for example, Chari et al. (2000).
profit condition for final good producers implies that the aggregate nominal price index obeys the relationship

\[ P_t = \left( \int_0^1 P_t(\zeta)^{1-\varepsilon} \, d\kappa \right)^{1/(1-\varepsilon)}, \quad (6) \]

where \( P_t(\zeta) \) is the nominal price of intermediate good \( \zeta \).

In the second sector, competitive firms produce materials goods by combining the same set of intermediate goods as above. They have access to the CES technology

\[ q_t = \left( \int_0^1 q_t(\zeta)^{(\varepsilon-1)/\varepsilon} \, d\kappa \right)^{\varepsilon/(\varepsilon-1)}, \quad (7) \]

where \( q_t \) is the produced quantity of material goods and \( q_t(\zeta) \) denotes the input of intermediate good \( \zeta \). Notice that the technologies for producing final and materials goods share the same substitution elasticity between any two intermediate goods. Accordingly, the price of materials goods will be \( P_t \).

Let \( d_t(\zeta) \) denote the total demand addressed to the producer of intermediate good \( \zeta \). The above assumptions imply the following relationship

\[ d_t(\zeta) = \left( \frac{P_t(\zeta)}{P_t} \right)^{-\varepsilon} (y_t + q_t). \quad (8) \]

In the third sector, monopolistic firms produce the intermediate goods. Each firm \( \zeta \in [0, 1] \) is the sole producer of intermediate good \( \zeta \). Given a demand \( d_t(\zeta) \), it faces the following production possibilities

\[ \min \left\{ \frac{k_t(\zeta)^{\phi}(\varepsilon x_t(\zeta))^{1-\phi} - \kappa e^{\varepsilon z_t}}{1 - s_x}, \frac{x_t(\zeta)}{s_x} \right\} \geq d_t(\zeta), \quad (9) \]

where \( k_t(\zeta) \) and \( n_t(\zeta) \) are the inputs of capital and labor, respectively, \( x_t(\zeta) \) denotes the input of material goods, and \( \kappa e^{\varepsilon z_t} \) is a fixed production cost. This specification is borrowed from Rotemberg and Woodford (1995). Finally, \( z_t \) is a productivity shock which evolves according to

\[ z_t = \log g + z_{t-1} + \epsilon_t, \quad (10) \]

where \( g - 1 \) is the average growth rate and \( \epsilon_t \sim iid(0, \sigma_\varepsilon) \). Thus, productivity shocks follow a random walk with drift. Notice that to guarantee a well-behaved steady state, we make the fixed production cost grow at the same rate as technology.
With the above technology, monopolist $\varsigma$ will always choose materials inputs $x_t(\varsigma) = s_x d_t(\varsigma)$. The minimization of production costs then implies the relationships

$$\begin{align*}
(1 - s_x) \psi_t &= (\psi_t - s_x) (1 - \phi) e^{s_t} \left( \frac{k_t(\varsigma)}{e^{s_t} r_t(\varsigma)} \right) ,
\end{align*}$$

where $\psi_t$ is the real marginal cost. These conditions imply that in equilibrium, all the monopolists will face the same labor-capital ratio. Notice that when we ignore materials goods, i.e. set $s_x = 0$, the above equations collapse to the standard expressions derived by Yun (1996) or King and Wolman (1996).

Following Calvo (1983), we assume that in each period of time, a monopolistic firm can reoptimize its price with probability $1 - \theta$, irrespective of the elapsed time since it last revised its price. If a firm is not drawn to reoptimize, it simply rescales its price by the average (raw) inflation rate, i.e. sets $P_t(\varsigma) = \pi P_{t-1}(\varsigma)$, where $\pi$ is the steady state value of $\pi_t$. As is well known, optimizing firms will all set their price to a common value, which we denote $P^*_t$. Standard manipulations imply the relationship

$$\begin{align*}
\frac{P^*_t}{P_t} &= e^{\varepsilon} \frac{\sum_{j=0}^{\infty} (\beta \theta)^j E_t \left\{ \lambda_{t+j} \psi_{t+j} (y_{t+j} + \phi_{t+j}) \left( \frac{\pi_{t+j}}{\pi_t} \right)^{\varepsilon} \right\}}{\sum_{j=0}^{\infty} (\beta \theta)^j E_t \left\{ \lambda_{t+j} (y_{t+j} + \phi_{t+j}) \left( \frac{\pi_{t+j}}{\pi_t} \right)^{\varepsilon-1} \right\}},
\end{align*}$$

where $\lambda_t$ is the multiplier associated to the representative household’s budget constraint, eq. (2), and $\pi_{t+j} = P_{t+j}/P_t$.

Since only a fraction $1 - \theta$ of firms can reoptimize and they all choose the same price $P^*_t$, it can be shown that the aggregate price index $P^*_t$ evolves according to the well-known law\(^3\)

$$\begin{align*}
P^*_t = (1 - \theta) (P^*_t)^{1-\varepsilon} + \theta (\pi P_{t-1})^{1-\varepsilon}.
\end{align*}$$

### 2.3 Equilibrium

The supply of cash balances evolves according to a standard growth rule, i.e. $M^*_t = e^{\mu_t} M^*_{t-1}$ with

$$\mu_t = \rho \mu_{t-1} + \xi_t,$$

\(^3\)See King and Wolman (1996) for a complete derivation.
where $0 < \rho < 1$, $\xi_t \sim iid ((1 - \rho)\mu, \sigma_\xi)$, and $\mu$ is the steady state (average) value of $\mu_t$. Arguably, this simple money growth rule is a poor representation of actual monetary policy. However, most former studies seeking to evaluate the fit of sticky price models have used money rules similar to eq. (15). Thus, to facilitate comparison with these studies, we stick to this simple specification.

Finally, it is assumed that nominal government transfers obey the relationship $T_t = M_t^* - M_{t-1}^*$. We can now define the equilibrium of our model economy.

**Definition.** An equilibrium for the above described economy is a sequence of quantities $\{c_{1,t}, c_{2,t}, i_t, k_{t+1}, m_t, u_t, n_t, y_t, q_t(\xi), q_t(\xi), h_t(\xi), n_t(\xi), x_t(\xi); \xi \in [0, 1]\}_{t=0}^\infty$ and a sequence of prices $\{r_t, w_t, \pi_t, P_t, P_t^*, P_t(\xi); \xi \in [0, 1]\}_{t=0}^\infty$ such that

1. given $k_0$, $m_{-1}$, $i_{-1}$, a sequence of prices $\{r_t, w_t, \pi_t\}_{t=0}^\infty$, and a sequence of shocks $\{z_t, \xi_t\}_{t=0}^\infty$, the sequence $\{c_{1,t}, c_{2,t}, i_t, k_{t+1}, m_t, u_t, n_t\}_{t=0}^\infty$ is solution to the representative household’s program;

2. given a sequence of prices $\{P_t(\xi); \xi \in [0, 1]\}_{t=0}^\infty$, and a sequence of shocks $\{z_t, \xi_t\}_{t=0}^\infty$, the sequence $\{y_t(\xi), q_t(\xi); \xi \in [0, 1]\}_{t=0}^\infty$ is solution to the representative final-goods and materials-goods producing firms’ programs;

3. given a sequence of prices $\{r_t, w_t\}_{t=0}^\infty$, a sequence of quantities $\{y_t(\xi), q_t(\xi); \xi \in [0, 1]\}_{t=0}^\infty$, and a sequence of shocks $\{z_t, \xi_t\}_{t=0}^\infty$, the sequence $\{P_t^*, k_t(\xi), n_t(\xi), x_t(\xi); \xi \in [0, 1]\}_{t=0}^\infty$ is solution to the monopolists’ program;

4. markets clear, i.e. $c_{1,t} + c_{2,t} + i_t + a(\mu_t)k_t = y_t$, $\int_0^1 k_t(\xi) d\xi = u_t k_t$, $\int_0^1 n_t(\xi) d\xi = n_t$, $\int_0^1 x_t(\xi) d\xi = q_t$, and $M_t^* = M_t$;

5. the monetary authority obeys (15) and the sequence $\{P_t\}_{t=0}^\infty$ obeys (14).

Given the presence of a stochastic trend in technical progress, the above conditions lead to a deterministic steady state in which $c_{1,t}$, $c_{2,t}$, $i_t$, $k_{t+1}$, $m_t$, and $u_t$ all grow at the same rate while $u_t$ and $n_t$ are constant through time. To obtain a bounded steady state, trending variables dated $t$ as well as $k_{t+1}$ are divided through by $e^{\xi_t}$. We thus obtain a set of equilibrium conditions whose solution is stationary. The transformed system is loglinearized in the neighborhood of the deterministic steady state and solved with the undetermined coefficients method proposed by Uhlig (1999).
3 Results

3.1 The Data

In this section, we describe the data which we are interested in. A detailed description of data sources and construction is provided in appendix A. Two basic series which obviously ought to be included in an assessment of sticky price models are output and inflation. Additionally, given our emphasize on investment adjustment costs and labor indivisibility, it also seems natural to include total hours and investment in our study. Finally, we also include labor share in our empirical investigation. Following the seminal contribution of Gali and Gertler (1999), this series can be thought of as a proxy for real marginal costs. Unfortunately, because of the presence of materials goods and fixed production costs in our model, labor share and marginal cost do not exactly coincide. However, as explained by Rotemberg (1996), labor share is still a good proxy for the level of markups. Since sticky price models also provide a theory for markups, it seems useful to include the labor share in our study.

In all the estimates, we use U.S. data for the non-farm private business sector, over the time period 1965:1-1995:IV. Output is defined as value added. Total hours are defined as the product of average weekly hours and the employment rate. The nominal wage bill is computed as the product of nominal compensations with total hours. Labor share is the ratio of the nominal wage bill to nominal output. The price index is the implicit output price deflator. Additionally, we define investment as real consumption of durables plus real fixed private investment. Finally, we follow Ireland (2001) and define money as M2.

We collect the data in the vector $y_t = (\Delta \hat{y}_t, \Delta \hat{\pi}_t, \Delta \hat{\mu}_t, \Delta \hat{s}_t, \Delta \hat{s}_t)^\prime$, where $s_t$ stands for the labor share, a letter with a hat refers to the demeaned natural logarithm of the associated variable, and $\Delta$ stands for the first difference filter. Since the focus of our study is in studying the ability of our model to replicate the spectral density matrix of $y_t$, we must estimate the latter.

To do this, the approach taken in this paper consists of estimating a VAR process for $y_t$ so as to compute the implied spectrum using standard spectral analysis formulas. More precisely, the empirical spectral density matrix of $y_t$ is computed from the estimated parameters of a two-lag\(^4\) cointegrated

\(^4\)The lag length selection was performed using sequential likelihood ratio tests. The results were confirmed by the usual information criteria.
VAR of \((\Delta \hat{y}_t, \hat{\delta}_t - \hat{\delta}_t, \bar{n}_t, \bar{\pi}_t, \bar{\pi}_t)^T\). As in King et al. (1991), the latter implies that output and investment are cointegrated with cointegration vector \((1, -1)\), i.e. share the same stochastic trend. Moreover, this VAR takes total hours, inflation, and the labor share as stationary variables. These restrictions make our model and data sets comparable. However, it appears that total hours and the investment-output ratio exhibit small but significant trends. In order to avoid non stationarity problems in our estimation, we define these variables as deviations from deterministic trends.

### 3.2 Specifications

We now describe the models’ specifications. As discussed before, the theoretical elements taken into account in our sticky price model work towards (i) reducing the responsiveness of real marginal costs to output and (ii) diminishing the volatility of output originating from monetary shocks.

First, notice that sticky price models share the common feature that firms set prices as a markup over marginal cost. In a standard sticky price model, marginal costs respond sharply to monetary policy shocks, translating into a large response of inflation for moderate degrees of nominal rigidity. This in turn implies that real output will not persistently deviate from its steady state path in this kind of models. This suggests that if sticky price models are to generate persistent movements of real output in response to monetary shocks, one must limit the ability of real marginal costs, and, hence, inflation, to respond sharply to these shocks. In our model, this role pertains to indivisible labor and materials goods\(^5\).

To begin with, let us specify households’ preferences. As explained by Dotsey and King (2001), labor indivisibility helps reduce the elasticity of real marginal cost to output. This leads us to consider two alternative preferences families, according to whether labor is indivisible or not. In the first specification, we let

\[
U(c_{1,t}, c_{2,t}, n_t) = \alpha \log(c_{1,t}) + (1 - \alpha) \log(c_{2,t}) - Bn_t,
\]  

where \(\alpha\) represents the share of cash goods in utility and \(B > 0\) is labor’s marginal disutility. This

\(^5\)Variable capacity utilization plays a similar role. Since this mechanism has received great attention in recent research, and has been found to improve the performances of sticky price models, it is considered in all the subsequent specifications.
is the standard form of labor indivisibility, as in Hansen (1985). Alternatively, we resort to a second specification where

\[
U(c_{1,t},c_{2,t},n_t) = \alpha \log (c_{1,t}) + (1 - \alpha) \log (c_{2,t}) + B \log (1 - n_t).
\]

This particular utility function has been routinely used in the business cycle literature.

Additionally, we consider two alternative values for \( s_x \). As with labor indivisibility, materials goods reduce the responsiveness of marginal costs to output. Notice that, as explained by Dotsey and King (2001), the effects of materials goods and labor indivisibility are self-reinforcing. Thus, in the first specification, \( s_x \) is set to 50% as in Rotemberg and Woodford (1995)\(^6\). Alternatively, we set this parameter to zero, in which case materials goods are simply ignored.

Second, it has been well-documented that, absent adjustment costs to capital accumulation, standard sticky price models generate unreasonably high volatilities of investment and output in response to monetary shocks. Accordingly, we use two alternative specifications for the adjustment costs function. Following Christiano et al. (2001), our benchmark specification is assumed of the form

\[
\varphi(k_t, \dot{i}_t, \dot{i}_{t-1}) = \left[1 - v \left( \frac{\dot{i}_t}{\dot{i}_{t-1}} \right) \right] \dot{i}_t.
\]

We suppose that \( v(g) = v'(g) = 0 \) and \( g^2 v''(g) = \nu_c > 0 \). As explained by Christiano et al. (2001), this form of adjustment costs penalizes fast changes in investment, thus contributing to generate a peak in the spectral density of investment growth at business cycle frequencies. Alternatively, we also use a more conventional specification, considered, among others, by King and Wolman (1996), i.e.

\[
\varphi(k_t, \dot{k}_t, \dot{k}_{t-1}) = v \left( \frac{\dot{k}_t}{k_t} \right) k_t.
\]

In this case, we suppose that \( v(i/k) = i/k, v'(i/k) = 1, \) and \( (i/k)v''(i/k) = -\nu_c < 0 \), where \( i/k \) denotes the steady state investment to capital ratio. In contrast with the previous specification, this function penalizes large movements of investment with respect to the capital stock. This specification does not per se generate a peak in the spectrum of investment growth at business cycle frequencies. However, this mechanism should work towards reducing the volatility of investment in response to a money shock.

\(^6\)Dotsey and King (2001) and Basu (1995) report even higher values.
We thus consider a total of eight different specifications, depending on households’ preferences, the presence of materials goods, and the nature of adjustment costs to physical capital accumulation. The different specifications and their components are summarized in table 1.

3.3 Models Calibration

We now describe the models’ calibration. The relevant parameter values are reported in table 2. In all the specifications considered, the parameters \( g, \mu, \beta, \phi, \alpha, B, \delta, s_x, \rho, \sigma_\xi, \) and \( \varepsilon \) are calibrated on the basis of available a priori information.

We select \( g \) and \( \mu \) so as to reproduce the average growth rates of output and money in our data sample. As is customary in the sticky price literature, we choose \( \beta \) and \( \phi \) so that the average, annual, real interest rate is 4\% and the capital share in value added is 30\%. We follow Cooley and Hansen (1995) and set \( \alpha = 0.84 \). We select \( B \) so that, on average, households devote one third of their time endowment to the market. Naturally, \( B \) changes value according to whether momentary utility is defined by eq. (16) or eq. (17). The depreciation rate is set to 10\% per annum. Finally, consistent with estimates reported in Basu and Fernald (1997), we set \( \varepsilon = 10 \), implying an average markup of 11\%.

The money growth parameters \( \rho \) and \( \epsilon_\xi \) are selected by fitting a simple AR(1) to the demeaned growth rate of \( M2 \). The obtained results are

\[
\mu_t = 0.6390\mu_{t-1} + \xi_t, \quad \sigma_\xi = 0.6491.
\]

In a preliminary investigation, we tried to estimate the parameter \( \nu_a \). We encountered similar problems as those reported by Christiano et al. (2001), in that our estimation algorithm tried to set \( \nu_a \) to 0. This algorithm (to be detailed below) selects the parameters so as to minimize the discrepancy between models and data spectra. In our models, setting \( \nu_a \) to 0 implies that the initial response of the rental rate of capital to a monetary shock is zero. This translates into a small initial response of the real marginal cost. As has been argued before, this small response is a prerequisite for reproducing the trend-reverting component of output. Unfortunately at this point, the model no longer admits a solution\(^7\). In order to avoid this problem in all specifications considered, we choose \( \nu_a = 0.1 \) which is

\(^7\)More precisely, the transformed economy ceases to be stationary for sufficiently low values of \( \nu_a \).
small enough to help generate hump-shaped output dynamics.

3.4 Estimation

The remaining model's parameters, collected in the vector \( \gamma = (\theta, \nu_v, \sigma_v)' \), are selected by resorting to an estimation procedure in the spirit of Diebold et al. (1998) and Wen (1998). This method selects \( \gamma \) so as to minimize a weighted distance between empirical and theoretical second order moments of a relevant set of macroeconomic variables. Let \( \mathbf{x}_t \) denote the theoretical counterpart of the data which are contained in \( \mathbf{y}_t \), and let \( A_y(e^{-i\omega}) \) denote the spectral density matrix of \( \mathbf{y}_t \) and \( A_x(e^{-i\omega}; \gamma) \) denote the spectral density matrix of \( \mathbf{x}_t \). Then, \( \gamma \) is selected so as to minimize \( a(\gamma) = \text{tr}[Wv(\gamma)] \), where \( W \) is a prespecified weighting matrix and \( v(\gamma) \) is defined as

\[
v(\gamma) = \int_{-\pi}^{\pi} \kappa(\omega) \odot D(e^{-i\omega}; \gamma)D(e^{-i\omega}; \gamma)'d\omega,
\]

\[
D(e^{-i\omega}; \gamma) = \text{diag}[A_x(e^{-i\omega}; \gamma) - A_y(e^{-i\omega})],
\]

\[
\kappa(\omega) = A_y(e^{-i\omega}) \odot \int_{-\pi}^{\pi} A_y(e^{-i\omega})d\omega,
\]

where \( \odot \) is an element by element multiplication operator, \( \odot \) is an element by element division operator and \( \text{diag}(\cdot) \) is an operator setting the off-diagonal elements of a square matrix to zero.

In the sequel, our weighting matrix \( W \) is a 5 x 5 diagonal matrix containing on its diagonal the inverse of the variances of the components of \( \mathbf{y}_t \). This permits us to downsize the importance of those elements of \( \mathbf{y}_t \) that have a high variance relative to others. Finally, the role assigned to \( \kappa(\omega) \) is to weight the components of \( v(\gamma) \) according to their relative importance in explaining \( A_y(e^{-i\omega}) \). Thus, if a particular frequency \( \omega \) is important in explaining the spectral density of \( \mathbf{y}_t \), it will be granted relatively more attention than other frequencies. Since most of the variables contained in \( \mathbf{y}_t \) exhibit a peak at business cycles frequencies, this weighting scheme will emphasize these particular frequencies.

The spectral density matrix \( A_x(e^{-i\omega}; \gamma) \) is obtained from the state-space representation of the model’s solution. The empirical spectral density matrix of \( \mathbf{y}_t \) is computed from the estimated parameters of the cointegrated VAR described above.
The estimated parameter values together with their standard errors\(^8\) are reported in table 3. Several interesting results emerge from our models’ estimation. First, notice that the benchmark specification calls for a very moderate degree of nominal rigidity. Indeed, the point estimate of \(\theta\) implies an average price fixity duration of less than two quarters. Second, comparing M1 and M2 shows that, as expected, the model requires a higher degree of nominal rigidity when materials goods are ignored. Additionally, since the degree of nominal rigidity is higher in model M2, productivity shocks are granted a smaller role in explaining the variance of our variables. In the same spirit, comparing M1 and M3 or M1 and M5 shows that labor indivisibility or our benchmark specification for adjustment costs help reduce the required degree of nominal rigidity.

Additionally, the estimated values for \(\nu_e\) are close of slightly lower than that reported by Christiano et al. (2001) in comparable specifications of their model. Notice also that \(\sigma_e\) increases when labor is divisible. In these models, labor is less responsive to the different shocks, translating into a smaller variance of output. This reduction is compensated by an increase in \(\sigma_e\).

Finally, notice that the estimated values of \(\nu_e\) are very stable across models M5, M6, M7, and M8. In these models, this parameter is readily interpretable as the elasticity of investment-capital ratio with respect to Tobin’s \(q\). Additionally, the point estimate is very close to the value reported by Jermann (1998). In the same set of models, the value for \(\sigma_e\) is always found very small. From a general point of view, the degree of nominal rigidity in these models is always important. Thus the contribution of monetary shocks to the variance of the variables under study increases relative to the preceding specifications, and this leaves a smaller role for productivity shocks.

### 3.5 Assessing the Goodness-of-Fit

We now propose to quantify the goodness-of-fit of our four specifications. To do this, we simply resort to Watson’s (1993) test. This test consists in decomposing the performances of a model into

\(^8\)Let \(\hat{\beta}\) denote the estimated VAR parameters, whose true value is \(\beta^0\), and let \(b(\gamma, \beta) = \partial \mu / \partial \gamma\). Similarly, let \(\hat{\gamma}\) denote the estimate of \(\gamma\), and let \(\gamma^0\) denote \(\gamma\)’s true value. Assume that \(\sqrt{T}(\hat{\beta} - \beta^0) \sim N(0, \Sigma_\beta)\). Now, define

\[
A = \left[\frac{\partial b(\gamma^0, \beta^0)}{\partial \gamma} \right]^{-1} \left[\frac{\partial b(\gamma^0, \beta^0)}{\partial \beta}\right].
\]

It follows from these definitions that \(\sqrt{T}(\hat{\gamma} - \gamma^0) \sim N(0, A \Sigma_{\beta} A^\prime)\). In practice, all the derivatives are evaluated at the point estimates of \(\beta\) and \(\gamma\). The matrix \(\Sigma_\beta\) is estimated as indicated by Hamilton (1994).

14
the frequency domain. The procedure amounts to augment the model with an approximation error
designed to reconcile the second order moments of the model with those from the data. If the added
error is small, then the model is judged to do a good job of accounting for these moments. Watson
(1993) proposes a lower bound on the ratio of the mean square approximation error to the variance
of actual data. We will refer to this lower bound as the relative mean square approximation error
(RMSAE)\(^9\). Using this test enables us to tell which version of the model best accounts for the dynamic
properties of the data. Here, we will study the spectral properties of the process \((\hat{\eta}_t, \hat{u}_t, \hat{n}_t, \hat{\pi}_t, \hat{\sigma}_t)'\),
either taken in first difference or HP filtered.

We first propose to study the RMSAEs over the frequency range \([0, \pi]\) so as to get a feel of the
overall behavior of our models. However, as has been often acknowledged, DGE models are not
necessarily meant to account for all the dynamic movements in the data. Naturally, in this paper,
our primary focus is on the business cycle. Thus, in a second step, we restrict our attention to the
frequency band \([\pi/16, \pi/3]\). This interval insulates the frequencies typically attached to business cycle,
i.e. cyclical movements the reproduction period of which runs from 6 to 32 quarters. Additionally, we
complete this study by considering HP filtered variables. Resorting to this particular filter is standard
practice in the business cycle literature.

The estimated RMSAEs together with their standard errors\(^{10}\) are reported in table 4. The benchmark
model and data spectra are reported in figure 1.

The benchmark model does an excellent job on output, investment and hours. M1 perfectly
reproduces the peak of the spectral density of these three variables in the range of business cycles
frequencies without overestimating these densities for higher frequencies. This sharply contrasts with
the findings of Ellison et Scott (2001).

To help explain the dynamic properties of the benchmark model, we take a look at the impulse
response functions of our variables to the two theoretical shocks (figures 2 and 3). We see that
the model produces hump-shaped responses of both output, investment and hours in response to a
monetary shock. In particular, the instantaneous response of output is not excessive. This point
explains the relatively low spectrum of output at high frequencies. Then, output growth is still

\(^9\) See appendix B for a brief description.

\(^{10}\) The standard errors are computed using similar principles as those outlined in footnote 8.
positive for two periods after impact, hence the variance of output growth is essentially concentrated at business cycles frequencies. The line of reasoning is quite similar for investment and hours. Notice that the role played by the technological shocks is somewhat secondary for business cycles movements of all three variables. We see that the instantaneous response of output to a productivity shocks is very small compared to the response to a monetary shock\(^{11}\). The variance of output growth generated by productivity shocks is concentrated at very low frequencies, thus lowering the RMSAE for frequencies under \(\pi/16\).

Hence, the major criticisms addressed to a sticky price model are no longer valid: a sticky price model augmented with some adequate propagation mechanisms is able to almost perfectly reproduce the behavior of output, hours and investment, for whatever frequency range considered.

In contrast, the benchmark model does a very poor job for both inflation and labor share. To begin with, notice that the model largely overestimates the variance of inflation growth and, thus, is unable to reproduce the inertial behavior of prices growth. This explains that the RMSAE is well beyond one. Notice that this deficiency is essentially due to monetary shock which generate much larger movements of inflation than productivity shocks. Notice also that the weakness of the model with regard to inflation is particularly flagrant at business cycle frequencies. This point explains why the RMSAE for inflation is so large over the range \([\pi/16, \pi/3]\) with the first-difference filter or with the HP filter over \([0, \pi]\). Additionally, the benchmark model also largely underestimates the volatility of labor share. Recall that in this model, labor share and real marginal cost do not coincide. Thus, the failure of our model at reproducing the dynamic behavior of \(s_t\) does not explain why the model performs so poorly with regard to inflation.

To assess the relative importance of each of our ingredients, let us now compare the benchmark model with the other specifications. This comparison permits us to draw two main conclusions. First, the benchmark model is the best one concerning output, investment and hours. Comparing M1 to M2, we see that the presence of material goods helps minimize the RMSAE on output and hours. Comparing M1 and M3, we see that the indivisible labor hypothesis helps the model reproduce the

\(^{11}\) Notice additionally that the instantaneous response of hours is negative, suggesting the presence of a recessionary effect of technological shocks, as in Gali (1999). However, this initial response is very small compared with the empirical response reported by Gali (1999).
behavior of hours growth. In the case of divisible labor, the volatility of hours is slightly underestimated. Comparing M1 to M5, we see that the model with the usual specification of adjustment costs on physical capital accumulation severely fails at reproducing the behavior of output, hours and investment. The usual specification, which only penalizes the movement of investment relative to the available stock of capital, does not dampen enough the volatility of investment growth at high frequencies. This translates into excessive theoretical volatilities of output and hours at high frequencies. This point suggests that our benchmark specification for adjustment costs is the most important of our three additional mechanisms. If we suppress indivisible labor or materials goods from the benchmark model, the fit on output is still satisfying, allowing the model to escape the two critiques formulated in the introduction. On the contrary, a model with the usual form of adjustment costs is unable to escape the critique of Ellison and Scott (2001): too large a part of output growth fluctuations is concentrated at very high frequencies.

Second, whatever the specification considered the fit of the model on inflation and labor share is extremely poor. All the versions largely overestimate the variance of inflation and underestimate the variance of the labor share. This result is valid on the whole range of frequencies and even more so at business cycles frequencies (first differenced variables on $[\pi/16, \pi/3]$ or HP filtered variables on $[0, \pi]$). Interestingly, the model exhibiting the poorest performances with regard to inflation is our benchmark model. This suggests that the mechanisms considered in this paper induce a trade-off between obtaining a good fit for real variables and obtaining a good fit for inflation. However, this conclusion needs to be mitigated since all the sticky price models which are considered here experience troubles modelling inflation dynamics.

4 Conclusion

In this paper, we have proposed to examine quantitatively the effects of introducing materials goods, variable capacity utilization, indivisible labor, and investment adjustment costs into an otherwise standard sticky price model à la Calvo (1983), subject to a cash-in-advance constraint. The first three mechanisms work towards reducing the responsiveness of real marginal costs to output, thus generating persistent dynamics of output. The last mechanism contributes to diminishing the volatility
of output and investment originating from monetary shocks. Additionally, the particular specification of adjustment costs considered in the benchmark model helps concentrate the volatility of these two variables at business cycle frequencies.

Combined together, these mechanisms allow the model to reproduce the spectral density of output growth, investment growth, and hours growth with a relatively small approximation error. Interestingly, using an estimation strategy designed to minimize the discrepancy between empirical and theoretical spectra, the complete model is found to require only a moderate degree of nominal rigidity in order to reproduce the dynamics of output.

Unfortunately, these elements cannot help the model replicate the spectral density of inflation and labor share, especially at business cycle frequencies. This deficiency is robust to various combinations of our theoretical ingredients. As a general matter, all the models considered generate too much volatility for inflation, and not enough for labor share. This negative result is all the more troubling as sticky price should in principle provide a convincing theory of inflation dynamics.

It is worth stressing that in our model, the monetary authority obeys a simple stochastic growth rule. It might be interesting for further research to investigate the robustness of our conclusions in economic environments where the monetary authority is allowed to respond to inflation and output gaps.
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Appendix

A Data

So as to define our macroeconomic variables, we start from the following time series over the time period 1964:IV-1995:IV:

[3] : real consumption of durable goods;
[4] : real fixed private investment
[5] : average weekly hours;
[6] : total non farm employment;
[8] : civilian population over 16;


\[ i_t = (\text{[3]}_t + \text{[4]}_t)/\text{[8]}_t, \]
\[ y_t = \text{[2]}_t/\text{[8]}_t, \]
\[ \pi_t = \Delta \log(\text{[1]}_t/\text{[2]}_t), \]
\[ n_t = \text{[5]}_t * \text{[6]}_t/\text{[8]}_t, \]
\[ M_t = \text{[7]}_t/\text{[8]}_t, \]
\[ s_t = [9]_t * n_t/1_t. \]
B Measure of Fit

This appendix briefly describes Watson's (1993) test. Assuming that the empirical data \( y_t \) and simulated data \( x_t \) are jointly stationary, we can define the error induced by the model, \( u_t \), as the difference between the two data sets, i.e. \( u_t = y_t - x_t \). Then, the method consists in minimizing the variance of the error \( u_t \) so that the spectral density matrix of \( x_t \) corresponds to that of \( y_t \). Given the definition of \( u_t \), we can define the spectral density matrix of \( u_t \) at frequency \( \omega \) by the formula

\[
A_u(z) = A_y(z) + A_x(z) - A_{xy}(z) - A_{xy}(z)', \quad z = e^{-i\omega},
\]

where a prime denotes the transpose-conjugate operation and \( A_{xy}(z) \) is the cross-spectrum of the model and data. As mentioned in the main text, the spectral density of the data is built from the cointegrated VAR previously estimated. Additionally, we resort to the state space form of the approximate solution to the model to compute the theoretical spectral density of \( x_t \). In contrast, the cross spectral density \( A_{xy}(z) \) cannot be estimated. It is chosen so as to minimize a weighted trace of the variance of \( u_t \) subject to the requirement that the spectral density matrix of \( (x_t', y_t')' \) be positive semidefinite at all frequencies. Notice that contrary to other tests, the approximation error \( u_t \) is neither interpreted as an extraction error nor as an expectation error. It is correlated with both the empirical data and the simulated data.

For each frequency, we can determine a lower bound of the variance of the approximation error divided by the variance of the data. Let \( r(\omega) \) denote this bound and \( r_j(\omega) \) denote the \( j \)th component of \( r \). In the same fashion, let \( [A_u(z)]_{jj} \) and \( [A_y(z)]_{jj} \) denote the \((j,j)\) elements of matrices \( A_u(z) \) and \( A_y(z) \), respectively. We can then define

\[
r_j(\omega) = \frac{[A_u(z)]_{jj}}{[A_y(z)]_{jj}}, \quad z = e^{-i\omega}.
\]

Watson (1993) proposes to integrate separately both the numerator and denominator of the above expression, defining so the relative mean square approximation error (RMSAE) which the model induces compared with the data. The smaller it is, the better the model reproduces the spectral behavior of the data.
Table 1. Model specifications

<table>
<thead>
<tr>
<th>Model codes</th>
<th>Indivisible labor</th>
<th>Materials goods</th>
<th>Benchmark adjustment costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>M2</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>M3</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>M4</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>M5</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>M6</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>M7</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>M8</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>
Table 2. Benchmark Calibration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.9948</td>
<td>Subjective discount factor</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.8400</td>
<td>Share of cash goods in utility</td>
</tr>
<tr>
<td>$g$</td>
<td>1.0046</td>
<td>Technology growth rate</td>
</tr>
<tr>
<td>$\mu$</td>
<td>1.0136</td>
<td>Money growth rate</td>
</tr>
<tr>
<td>$B$</td>
<td>${2.1565; 3.0808}$</td>
<td>Preference parameter</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.0250</td>
<td>Depreciation rate</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>10.000</td>
<td>Inverse demand elasticity</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.3000</td>
<td>Share of capital in value added</td>
</tr>
<tr>
<td>$\nu_a$</td>
<td>0.1000</td>
<td>Elasticity of $a(\cdot)$</td>
</tr>
<tr>
<td>$s_x$</td>
<td>${0.5000; 0.0000}$</td>
<td>Share of materials inputs</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.6390</td>
<td>Autocorrelation of money growth</td>
</tr>
<tr>
<td>$\sigma_\xi$</td>
<td>0.6491</td>
<td>S.E. of monetary shock</td>
</tr>
</tbody>
</table>

Notes: The first value of $s_x$ corresponds to the models including materials goods and the second value corresponds to models that abstract from this element. Additionally, the first value of $B$ corresponds to the models with divisible labor and the second value corresponds to models with indivisible labor.
Table 3. Estimated Parameters

<table>
<thead>
<tr>
<th>Models</th>
<th>$\theta$</th>
<th>$\nu_c$</th>
<th>$\sigma_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.0382)</td>
<td>(0.0386)</td>
<td>(0.0470)</td>
</tr>
<tr>
<td>M1</td>
<td>0.4519</td>
<td>0.7119</td>
<td>0.3964</td>
</tr>
<tr>
<td></td>
<td>(0.0382)</td>
<td>(0.0386)</td>
<td>(0.0470)</td>
</tr>
<tr>
<td>M2</td>
<td>0.5804</td>
<td>0.6940</td>
<td>0.3318</td>
</tr>
<tr>
<td></td>
<td>(0.0382)</td>
<td>(0.0386)</td>
<td>(0.0470)</td>
</tr>
<tr>
<td>M3</td>
<td>0.6453</td>
<td>1.1253</td>
<td>0.6910</td>
</tr>
<tr>
<td></td>
<td>(0.0382)</td>
<td>(0.0386)</td>
<td>(0.0470)</td>
</tr>
<tr>
<td>M4</td>
<td>0.7542</td>
<td>1.0874</td>
<td>0.4652</td>
</tr>
<tr>
<td></td>
<td>(0.0382)</td>
<td>(0.0386)</td>
<td>(0.0470)</td>
</tr>
<tr>
<td>M5</td>
<td>0.7452</td>
<td>0.2529</td>
<td>1.0954 x 1e–7</td>
</tr>
<tr>
<td></td>
<td>(0.0382)</td>
<td>(0.0386)</td>
<td>(3.5 x 10^3 x 1e–6)</td>
</tr>
<tr>
<td>M6</td>
<td>0.8105</td>
<td>0.2595</td>
<td>1.2185 x 1e–5</td>
</tr>
<tr>
<td></td>
<td>(0.0382)</td>
<td>(0.0386)</td>
<td>(1.3 x 10^4 x 1e–5)</td>
</tr>
<tr>
<td>M7</td>
<td>0.7734</td>
<td>0.2621</td>
<td>9.4497 x 1e–7</td>
</tr>
<tr>
<td></td>
<td>(0.0382)</td>
<td>(0.0386)</td>
<td>(2.5 x 10^4 x 1e–7)</td>
</tr>
<tr>
<td>M8</td>
<td>0.8356</td>
<td>0.2734</td>
<td>4.2507 x 1e–5</td>
</tr>
<tr>
<td></td>
<td>(0.0382)</td>
<td>(0.0386)</td>
<td>(4.0 x 10^4 x 1e–5)</td>
</tr>
</tbody>
</table>

Notes: The standard errors of structural shocks are in percentage. The values in parentheses are the standard errors of the estimated parameters.

Models codes as in table 1
<table>
<thead>
<tr>
<th>Frequencies, filter</th>
<th>M1</th>
<th>M2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{y}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\iota}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\mu}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\pi}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\delta}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[0, \pi], \Delta$</td>
<td>0.2259</td>
<td>0.2302</td>
</tr>
<tr>
<td></td>
<td>(0.0549)</td>
<td>(0.0060)</td>
</tr>
<tr>
<td>$[\pi/16, \pi/3], \Delta$</td>
<td>0.0999</td>
<td>0.0993</td>
</tr>
<tr>
<td></td>
<td>(0.0338)</td>
<td>(0.0393)</td>
</tr>
<tr>
<td>$[0, \pi], HP$</td>
<td>0.0993</td>
<td>0.0934</td>
</tr>
<tr>
<td></td>
<td>(0.0282)</td>
<td>(0.0277)</td>
</tr>
<tr>
<td>M3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{y}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\iota}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\mu}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\pi}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\delta}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[0, \pi], \Delta$</td>
<td>0.2576</td>
<td>0.2650</td>
</tr>
<tr>
<td></td>
<td>(0.0786)</td>
<td>(0.0846)</td>
</tr>
<tr>
<td>$[\pi/16, \pi/3], \Delta$</td>
<td>0.1743</td>
<td>0.1784</td>
</tr>
<tr>
<td></td>
<td>(0.0848)</td>
<td>(0.1028)</td>
</tr>
<tr>
<td>$[0, \pi], HP$</td>
<td>0.1462</td>
<td>0.1329</td>
</tr>
<tr>
<td></td>
<td>(0.0604)</td>
<td>(0.0665)</td>
</tr>
<tr>
<td>M4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{y}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\iota}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\mu}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\pi}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\delta}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[0, \pi], \Delta$</td>
<td>0.5854</td>
<td>0.6082</td>
</tr>
<tr>
<td></td>
<td>(0.1794)</td>
<td>(0.1838)</td>
</tr>
<tr>
<td>$[\pi/16, \pi/3], \Delta$</td>
<td>0.2537</td>
<td>0.2601</td>
</tr>
<tr>
<td></td>
<td>(0.1596)</td>
<td>(0.1606)</td>
</tr>
<tr>
<td>$[0, \pi], HP$</td>
<td>0.1536</td>
<td>0.1530</td>
</tr>
<tr>
<td></td>
<td>(0.1004)</td>
<td>(0.0954)</td>
</tr>
<tr>
<td>M5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{y}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\iota}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\mu}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\pi}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\delta}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[0, \pi], \Delta$</td>
<td>0.6506</td>
<td>0.6839</td>
</tr>
<tr>
<td></td>
<td>(0.2041)</td>
<td>(0.2004)</td>
</tr>
<tr>
<td>$[\pi/16, \pi/3], \Delta$</td>
<td>0.2848</td>
<td>0.2943</td>
</tr>
<tr>
<td></td>
<td>(0.1736)</td>
<td>(0.1746)</td>
</tr>
<tr>
<td>$[0, \pi], HP$</td>
<td>0.1633</td>
<td>0.1681</td>
</tr>
<tr>
<td></td>
<td>(0.1043)</td>
<td>(0.1083)</td>
</tr>
<tr>
<td>M7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{y}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\iota}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\mu}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\pi}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tilde{\delta}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[0, \pi], \Delta$</td>
<td>0.2560</td>
<td>0.2683</td>
</tr>
<tr>
<td></td>
<td>(0.0845)</td>
<td>(0.0921)</td>
</tr>
<tr>
<td>$[\pi/16, \pi/3], \Delta$</td>
<td>0.2848</td>
<td>0.2943</td>
</tr>
<tr>
<td></td>
<td>(0.1736)</td>
<td>(0.1746)</td>
</tr>
<tr>
<td>$[0, \pi], HP$</td>
<td>0.1633</td>
<td>0.1681</td>
</tr>
<tr>
<td></td>
<td>(0.1043)</td>
<td>(0.1083)</td>
</tr>
</tbody>
</table>

Notes: The values in parentheses are the standard errors computed using sampling errors on the estimated VAR coefficients. Models codes as in table 1. The sign $\Delta$ refers to the first-difference filter, and HP refers to the Hodrick-Prescott filter with smoothing parameter set to 1600.
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Notes for Figures 1 to 3

1. **Figure 1**: benchmark model and data spectra. All the spectra have been multiplied $10^5$.

2. **Figure 2**: impulse response functions of relevant macroeconomic variables to a monetary policy shock of $\sigma_\xi\%$ in the benchmark economy.

3. **Figure 3**: impulse response functions of relevant macroeconomic variables to a technology policy shock of $\sigma_\sigma\%$ in the benchmark economy.
Figure 1: Model and Data Spectra in the Benchmark Economy
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Figure 2: Impulse Response to a Money Supply Shock
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Figure 3: Impulse Response to a Technology Shock
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