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1 Introduction

Are vacancies and job seekers distributed across space in a way that minimizes aggregate unemployment? How can we measure the impact of localized labor market policies on surrounding areas? Investigating these questions requires data on the geographic distribution of job seekers and the vacancies they apply to. However, until now, systematic data on the geography of job search has been missing. In this paper, we provide novel evidence on the geography of job search in the United States. We discuss how this evidence can inform the evaluation of localized labor market shocks. Finally, we demonstrate how the geography of job search affects the measurement of mismatch unemployment.

Understanding the geography of job search is important in many contexts. For instance, the literature on the impact of localized labor market shocks typically assumes that these shocks are best measured at some specific level of geographic aggregation, such as the state (e.g. for the impact of immigration, Borjas, Freeman, and Katz, 1997), the city (e.g., for the impact of immigration, Card, 2001), or the county (e.g. for the impact of a local economic development program, Kline and Moretti, 2013). The choice of the level of geographic aggregation matters for the estimation. For example, if the units of analysis are small compared to job seekers' search radius (e.g. zip codes), estimates are likely to be affected by spillover effects. If observation units are large (e.g. states), spillover effects may be limited. However, the estimated treatment effect will be diluted as the shock may be too far away from some of the job seekers considered as treated. Evidence on the geography of job search can therefore strengthen our ability to choose the geographic unit of analysis when evaluating the impact of many types of localized labor market shocks.

Understanding the geography of job search also allows us to better measure the degree of geographic mismatch, i.e. the degree to which we could reduce unemployment by reallocating job seekers across space. The basic idea of geographic mismatch is that there are too many job seekers relative to vacancies in some places and too few job seekers in some other places. For example, we may be able to lower the aggregate unemployment rate by moving some unemployed job seekers from states heavily hit by the recent housing market crash to other less affected states. In the existing literature, unemployment is minimized when the job seekers to vacancy ratio is equal across states. Unfortunately, the definition of the unit of analysis mechanically affects measured geographic mismatch: higher levels of aggregation, such as the state, yield lower levels of measured mismatch than lower levels of aggregation, such as the county.

To justify the choice of a level of aggregation for the data used in measuring mismatch with existing indices, one needs to make some stark assumptions about the geography of job search. These assumptions are as follows: (i) job seekers are equally likely to apply to all jobs in their area of residence (e.g. the county), (ii) job seekers do not apply to jobs located outside of their area of residence. In order to understand how these stark assumptions affect measured mismatch, we need to provide evidence about the degree to which they are satisfied for different definitions of the job seekers' area of residence, such as the state or the county.
In this paper, we use data from the largest online job search website in the US, CareerBuilder.com. The location of job seekers and vacancies is provided at the zip code level.\(^1\) The data pertains to 2012. We start by documenting how distance affects the application behavior of job seekers. We find that 46% of job applications are made to jobs within the same county as the job seeker and 82% to jobs within the same Core-Based Statistical Area (CBSA). In terms of geographic distance, 90% of the applications are made to jobs less than 100km away. The application probability strongly declines with distance even after accounting for composition effects at both origin and destination. A vacancy located 5km away is 20% less likely to be applied to than a vacancy located in the same zip code as the job seeker. For the purpose of understanding the impact of localized labor-market shocks, this suggests limited spillovers across CBSAs but large spillovers across counties in the same CBSA. Furthermore, treatment intensity likely decreases with distance even within the confines of a CBSA.

Using our data, we compute the degree of geographic mismatch based on the same mismatch index as Şahin, Song, Topa, and Violante (2012), hereafter SSTV. Like them, we find that the degree of mismatch depends on the level of aggregation of the data. For example, we find that 5% of hires are lost to mismatch when using county-level data, while this number is nearly half as large when using CBSA-level data, with 2.7% of hires lost to mismatch. We then build a new mismatch index that takes into account the geography of job search at the zip code level. The index is based on a theoretical search-and-matching model in which, for job seekers, the utility associated with hiring is a decreasing function of the geographic distance between the job and their home. We use our data to estimate the structural parameters of the model. We find that 3.2% of hires are lost due to mismatch. This result implies that geographic mismatch accounts for 3% of US unemployment. This amount of geographic mismatch is about the same as what we find using the mismatch index from SSTV and our data aggregated at the CBSA level. Our analysis of mismatch yields two main conclusions. First, the mismatch index used by SSTV gives the most accurate measurement when used with data aggregated at the CBSA level rather than at the state or county level. Second, using a measure of geographic mismatch that takes into account the geography of job search and is robust to issues of data aggregation, we conclude that geographic mismatch alone is not a key factor in US unemployment in 2012.

Our paper is most closely related to two recent working papers: Manning and Petrongolo (2011) and SSTV. Manning and Petrongolo (2011) use UK data on local stocks of job seekers and vacancies to estimate a search-and-matching model. Using their model, they estimate job seekers’ preference for proximity and simulate the impact of several localized labor-market policies. In contrast to them, we directly observe the location of the vacancies that job seekers apply to, which allows us to document the geography of job search without having to rely on the assumptions of a structural model. Our results indicate that American job seekers are far more willing to apply to distant jobs.

\(^1\)We document that zip codes are small compared to the typical range of job search, so that, in this context, zip codes are almost as good as geographic coordinates.
than their British counterparts.

As already mentioned, our paper also builds on the contributions by Şahin, Song, Topa, and Violante (2011) and SSTV. Given that the specific magnitude of mismatch is sensitive to the level of aggregation of the data, SSTV focus their work on changes in mismatch during the Great Recession. In this paper, we build a new mismatch index that takes into account the geography of job search at the zip code level and is therefore arguably robust to issues of geographic aggregation. This allows us to pin down the level of mismatch in 2012: geographic mismatch accounts for 3% of US unemployment. Since SSTV show that there is little change in geographic mismatch during the Great Recession, the 2012 level is likely to give us the right order of magnitude for mismatch in 2005-2012. Furthermore, we show that analyzing mismatch with data aggregated at the CBSA level gives a measurement that is close to what we find using our more sophisticated mismatch index. This suggests that the CBSA is an acceptable definition of the local labor market for the purpose of computing geographic mismatch.

Since we document how likely job seekers are to apply to jobs far away from home, our paper is also related to the literature on geographic mobility in the US. This literature typically measures moves across states (Molloy, Smith, and Wozniak, 2011). We complement this work by showing which locations job seekers consider during their job search, before making an actual move. Furthermore, we are able to analyze the distribution of locations considered by job seekers both within and across states. A strand of the literature on geographic mobility investigates whether people move to places with better economic conditions (Greenwood, Hunt, and McDowell, 1986; Bound and Holzer, 2000; Wozniak, 2010). Our work is complementary to this literature since we can analyze whether workers direct their applications to areas with better economic conditions. We show that geographic mismatch based on applications within job seekers’ area of residence is higher than geographic mismatch that takes into account job seekers’ applications across areas. This implies that, when applying to vacancies outside of their area of residence, job seekers tend to choose vacancies in areas with lower job seeker to vacancy ratios.

Our work is also related to the literature that investigates the distance between the place of residence and the place of employment. This literature uses either matched employer-employee datasets or commuting surveys. Hellerstein, Neumark, and McInerney (2008) use a matched employer-employee dataset and find that 14% of workers work in the zip code where they live and 92% work in the CBSA where they live. Using the American Community Survey, McKenzie (2013) finds that 27% of workers travel for work outside of their county of residence in a typical week. We complement this research with evidence on the job search process. We find that vacancies job seekers apply to tend to be further away from their place of residence than jobs are to employed workers’ place of residence.

Finally, as mentioned above, the evidence we provide about the geography of job search is relevant to the literature on the impact evaluation of many types of local labor market shocks: shocks to labor demand such as a plant opening/closure, place-based policies, etc., or shocks to labor supply
such as immigration, training, job search assistance programs, etc.\footnote{2}

The next section presents the data and new empirical facts about the geography of job search. In the third section, we introduce the notion of mismatch unemployment and provide simple insights using our data. In the fourth section, we present our theoretical framework and provide new results about geographic mismatch. Section five concludes.

2 Describing the Geography of Job Search

2.1 Data

We use proprietary data provided by CareerBuilder.com, the largest US employment website. We merge three data sets extracted from CareerBuilder's database. The first one is a dataset of registered users whose accounts were active between April and June 2012. For each job seeker, we have the residence location at the zip code level and whether the job seeker is currently unemployed. In order for our results to be comparable with prior literature on job search, we restrict the data to unemployed users. After dropping those who do not reside in the US, who live in Alaska and Puerto Rico, and those whose location is unknown, we end up with a data set of 451,783 users.

The second data set is a sample of vacancies published on the website between April and June 2012, and therefore available to the job seekers to apply to. For each job, we know its location at the zip code level. The raw data set includes 1,116,314 vacancies. Removing non-consistent observations, duplicates and vacancies not located in the US (or located in Alaska or Puerto Rico) leaves 1,111,353 vacancies. Removing observations without zip code information leaves 696,975 observations, which means that 37\% of the sample is lost due to this restriction. Finally, the third data set connects the two previous data sets by showing which jobs each job seeker applied to: each observation corresponds to an application and is characterized by a job seeker ID and a vacancy ID. On average, job seekers sent around 12.8 applications and vacancies receive 15.8 applications.

We verified that the location of vacancies and job seekers in this data is representative of the location of vacancies and job seekers in the US in general. Across US regions, vacancies in our dataset are distributed very similarly to vacancies in the nationally representative Job Openings and Labor...
Turnover Survey (JOLTS) in April-June 2012: the correlation between the two distributions is 96%. Across US states, job seekers in this data are also distributed very similarly to the unemployed in the Current Population Survey in April-June 2012, with a correlation of 88%. Furthermore, some background work (Marinescu and Wolthoff, 2012) was done to compare the industry distribution of job vacancies in CareerBuilder.com with the distribution in JOLTS. Compared to the distribution of vacancies across industries in JOLTS, some industries are overrepresented in CareerBuilder data, in particular information technology, finance and insurance, and real estate, rental and leasing. The most underrepresented industries are state and local government, accommodation and food services, other services, and construction. While the vacancies on CareerBuilder are not perfectly representative of the ones in the US economy as a whole, they form a substantial fraction of the market. Indeed, the number of vacancies on CareerBuilder.com represented 35% of the total number of vacancies in the US in January 2011 as counted in JOLTS (Marinescu and Wolthoff, 2012). In terms of education requirement of those vacancies, CareerBuilder.com vacancies are not disproportionately directed at college educated workers (Marinescu, 2013). Overall, our data is therefore representative of the US distribution of vacancies and job seekers at the geographic level, while it is likely to be reasonably representative of the distribution of vacancies in terms of industry and education requirements.

2.2 Evidence

To assess the impact of a plant opening on local unemployment, one would typically use a difference-in-differences estimation strategy. One would select treatment and control areas defined as administrative entities (e.g. counties, CBSAs, or states). The same strategy can be used to estimate the impact of other localized shocks to labor demand or labor supply, such as place-based policies, immigration or specific training and assistance provided to job seekers.

There are at least two potential sources of bias in difference-in-differences estimates of a plant opening on local unemployment. First, a widely recognized source of bias is spillover effects. If the control area is close enough to the treated area, unemployment in the control area may also decrease, leading to a downward bias in estimates. Second, there may be variation in treatment intensity: areas closer to the new plant may experience a larger decrease in unemployment. Assuming away spillovers to the control group, such variation in treatment intensity will lead to smaller estimates the larger the size of the treated area. The extent of the bias in the estimates arising from variation in treatment intensity depends on which population we really want to measure the average effect on. However, there is clearly a downward bias in the estimate when the treated area includes unaffected sub-areas. Documenting the geography of job search allows us to better understand the extent of the biases due to spillover effects and geographic variation in treatment intensity.

The extent of spillover effects depends on how far away job seekers apply for jobs. We therefore start by investigating the share of applications where the vacancy is within the residence area of the job seeker (Figure 1). We vary the size of the geographic unit we consider. For 86% of applications, the job seeker’s state of residence is the same as the state where the vacancy is located. This share
is only slightly smaller (82%) when considering CBSAs. Even though states and CBSAs concentrate a large number of applications, there are still many applications that are out of CBSA or even out of state. Therefore, some caution should be exercised when examining states and CBSAs that are close to each other: spillovers may not be negligible in such cases. When considering the county level, a much smaller share of applications have the job seeker and vacancy located in the same area (46%). Finally, this share becomes minuscule (2%) when considering zip codes. We conclude that the extent of spillovers due to job search across CBSAs and states is likely to be small, while spillover effects between neighboring counties and zip codes are likely to be large.

If job seekers are more likely to apply to vacancies close to their zip code of residence, the treatment intensity for a local shock like a plant opening is likely to vary with the size of the area considered as treated. Indeed, the smaller the geographic unit considered and the larger the share of jobs in the geographic unit a job seeker applies to, for example, as we go from the CBSA of residence to the zip code of residence, the share of available jobs an average job seeker applies to almost doubles\(^3\) (Figure 2). As we move from the CBSA level to the state level, there is a large drop off in the share of jobs in a given state that an average job seeker residing in the same state applies to: the number is almost divided by four. This pattern implies that job seekers find the highest share of jobs that they deem worth applying to in their own zip codes. As we consider larger areas, job seekers become more and more selective when choosing among available jobs. We can also investigate this issue from the point of view of the vacancy: for an average vacancy, what is the share of job seekers residing in its area that apply to it? As we move from the CBSA to the zip code, the share of job seekers in the area who apply to an average vacancy in the same area doubles (Figure 3). On the other hand, as we move from the CBSA level to the state level, there is a large drop off in the share of job seekers in a given state applying to an average vacancy in that state. This pattern implies that vacancies have the highest recruitment success in their own zip codes and they are able to attract a smaller and smaller share of job seekers as we consider areas larger than the zip code. Therefore, treatment intensity for a local labor market shock is likely to decline quickly as we consider areas larger than the zip code, and the drop off is especially large as we move from the CBSA to the state level. This implies that it is important to consider the size of the treated area for the purpose of estimating the impact of a plant opening: the geography of job search is such that treatment effects are likely to become much smaller as the size of the treated area expands.

So far, we have examined the geography of job search by considering geographic aggregates that are commonly used when evaluating the impact of labor market shocks. However, since we have individual data at the zip code level, we can say more about the impact of geographic distance on job search behavior. This is interesting in itself, but it is also helpful to gauge variation in treatment effects across geographic units depending on the distance between these units.

We first illustrate the geography of job search at the zip code level by an example from a specific

\(^3\)The absolute numbers are very small, but this is not readily interpretable because we only see applications over a limited time period. Furthermore, not all jobs are relevant to all job seekers because of the variation in job and job seeker characteristics due to factors other than location.
CBSA. Consider job seekers living in zip codes 60639 and 60561, both in the CBSA of Chicago. These two zip codes are less than 30km from each other. Figure 4 presents two maps displaying the geographical patterns of the applications of job seekers living in these zip codes. The applications made by these job seekers are concentrated within areas smaller than the Chicago CBSA. This is consistent with the general pattern that most applications are contained within the CBSA (Figure 1). Applications are still quite spread out within the Chicago CBSA. This gives a concrete illustration to the fact that applications are not well contained in areas smaller than the CBSA, such as counties. Finally, we can see that applicants in each zip code concentrate their applications in neighboring zip codes. This is consistent with the general fact documented above: as distance from their zip code of residence increases, job seekers become more and more selective when choosing among available jobs (Figure 2).

Examining the role of continuous geographic distance in application behavior allows us to understand potential spillover effects as a function of distance. Using our individual data up to the zip code level, we can examine this issue quite accurately. We start by plotting, among applications, the distribution (cdf and pdf) of distance between the job seeker and the job they applied to. More than 80% of applications are concentrated within less than 100km of the the job seeker’s zip code of residence (Figure 5), a share similar to the share of applications within CBSA. 100 km likely corresponds to the longest distance that a job seeker may be willing to commute to a job. The mode of the distance between the zip code of residence and the zip code of a job applied to is 15 km. Thus, most applications go to areas within commuting distance of the zip code of residence, but the typical distance between zip code of residence and zip code of the job is quite large and job seekers do not send the bulk of their applications to jobs very close to their zip code of residence. These results imply that spillover effects arising from job search behavior are likely to be concentrated within 100km of a localized labor market shock.

The distribution of distance between the job seeker and the job they applied to results from both the job seeker’s preference for closer jobs and the spatial distribution of jobs. It is interesting to separate these two by estimating how distance influences the probability that a job seeker will apply to a given job. To do so, we consider the application behavior of every job seeker in Illinois to any vacancy located in Illinois, Indiana or Missouri. We include Indiana and Missouri because users from Illinois frequently apply outside of their state and these two neighboring states are the ones in which they apply the most. The number of observations is 1,355,172 pairs of zip codes (949 zip codes of users times 1428 zip codes of jobs). Among these pairs, 94% have 0 application. The number of applications by pair varies from 0 to 1396, with a mean at .62.

Let \( A_{z,z'} \) denote the number of applications from job seekers located in \( z \) to vacancies located in \( z' \). \( U_z \) and \( V_{z'} \) are respectively the numbers of job seekers and job vacancies in zip codes \( z \) and \( z' \). The maximum number of applications by job seekers located in \( z \) to jobs located in \( z' \) is thus \( U_z V_{z'} \), so that \( A_{z,z'} \in \{0,1,\ldots,U_z V_{z'}\} \). Denote \( p_{z,z'} \) as the probability that there exists an application between a given pair of job seeker and vacancy, the former being located in \( z \) and the latter in
The number of applications is assumed to be distributed as a binomial of parameters $U_z V_{z'}$ and $p_{z,z'}$. Because, in our case, $U_z V_{z'}$ is large and $p_{z,z'}$ is small, the binomial is well proxied by a Poisson: $A_{z,z'} \sim \text{Poisson}(\mu_{z,z'})$, with $\mu_{z,z'} = U_z V_{z'} p_{z,z'}$. Now, we assume that the probability $p_{z,z'}$ is a function of a polynomial of the geographic distance between $z$ and $z'$, $d_{z,z'}$. The distance between two zip codes is defined as the distance between the centroids. The application probability may also depend on the (potentially unobserved) characteristics of the vacancies’ zip codes and the job seekers’ zip codes; we include the fixed effects $\delta_z$ and $\lambda_{z'}$ to account for this unobserved heterogeneity. For a cubic polynomial, the probability can be written as:

$$p_{z,z'} = \exp(\delta_z + \lambda_{z'} + \beta_1 d_{z,z'} + \beta_2 d_{z,z'}^2 + \beta_3 d_{z,z'}^3)$$

So that

$$\mu_{z,z'} = U_z V_{z'} \exp(\delta_z + \lambda_{z'} + \beta_1 d_{z,z'} + \beta_2 d_{z,z'}^2 + \beta_3 d_{z,z'}^3)$$

To estimate this model, we use Poisson regressions. Cubic polynomials are chosen as the fourth term is never significantly different from zero. We test several specifications, with or without fixed effects.\(^4\) Fixed effects for destination zip codes are included to take into account that some areas may have better amenities and attract more job seekers, whatever the distance. Fixed effects for origin zip codes account for the heterogeneity of the job seekers living in different zip codes. Distance has a large negative impact on the probability of applying to any given vacancy (Table 1). Interestingly, introducing fixed effects in the specification has little effect on the estimates. Job zip code fixed effects change almost nothing to the estimates, while the results for job seeker zip codes fixed effects and two-way fixed effects are also very similar. We also use a negative binomial specification (col. 2) to explore whether a more general specification than Poisson is needed. In this alternative specification, the coefficients estimates are very similar and the overdispersion parameter is very close to one, which confirms that the Poisson model is satisfactory for our data.

Our preferred model is model (5), which is the most flexible one. The probability of application decreases by 21%, when the distance between job seekers and vacancies goes from 0 to 5 km, by 19% from 20 to 25km, by 13% between 100 and 105km and by only 7% between 200 and 205km. Figure 6 shows the shape of the relative probability of application as a function of distance for Models 1 and 3-5. This graph strikingly confirms that controlling for the zip code of destination has little impact on the estimates. It is difficult to distinguish the curve related to the simple Poisson model from the one with jobs zip codes fixed effects, and the one with job seekers zip codes fixed effects from the one with two-way fixed effects. The relative influence of distance on applications tends to decrease with distance: job seekers make strong distinctions between jobs within a few kilometers of their zip code of residence but are less sensitive to differences in distance to job once jobs are further away. This may be rationalized by fixed costs of commuting or moving: for example, once taking a job necessitates to move place of residence, it is relatively less important where exactly the job is located. This feature is consistent with the empirical distribution displayed in Figure 5.

\(^4\)To estimate the two-way fixed effect Poisson model, we use a zig-zag algorithm similar to the one in Guimarães and Portugal (2010). The estimation is performed with Stata.
Finally, let us remind the reader that the estimation is based, for the sake of computation feasibility, on job seekers located in Illinois and jobs in Illinois, Indiana and Missouri. There might be two issues with this choice. First, internal validity can be questioned: as we drop other (more distant) destination states, the distaste for distance is likely to be upward biased. In other terms, spillover effects deduced from these estimates could be downward biased. Second, there is the issue of external validity: are job seekers from Illinois representative of job seekers from the US? To assess this second question, we run the same regressions on other states: California vs. California, Nevada, Arizona, and Oregon; Florida vs. Florida, Georgia and Alabama; Massachusetts vs. Massachusetts, New-Hampshire, Vermont, Rhode Island, New York and Connecticut. We estimate the two-way fixed-effect Poisson model for all these different samples and find very similar results to the Illinois case. The one that differs the most in Massachusetts, in which job seekers seem to exhibit a slightly larger distaste for distance.

The estimated impact of distance on applications we find is much smaller than what Manning and Petrongolo (2011) find for the UK using local counts of jobs and job seekers to estimate the coefficients of a structural model. They found that the probability of a random job 5km distant being preferred to a random job in the worker’s residential location is 11%. This figure is several orders of magnitude smaller than the figure of 79% we find. There might two plausible reasons for the discrepancy between the two figures. First, our figure is directly based on application data and on the estimation of application counts between two zip codes, while theirs rely on the estimation of a structural model. Second, distaste for jobs far away may indeed be higher in the UK than in the US.

To sum up this section, we present novel evidence on the geography of job search. This evidence is highly relevant when evaluating the impact of a localized labor demand or labor supply shock, such as a plant opening. We show that job seekers prefer jobs closer to their zip code of residence but the preference for proximity is much smaller than prior evidence based on UK data suggests. Given the overall pattern of job search as a function of distance, spillovers from a localized shock should be mostly contained within 100km of the shock. Furthermore, the impact of any shock is likely to significantly decline with distance, even within 100 km. Choosing the CBSA where the local shock occurred as the treated zone will do a decent job at minimizing spillover effects to other areas. At the same time, such a choice will tend to weaken the treatment effect as treatment intensity decreases with distance from the shock within the CBSA. A workable strategy may be to choose a smaller area than the CBSA for the treatment group, such as a county. In this case, however, one should avoid using other counties in the same CBSA as controls because of spillover effects: instead, it is preferable to choose observationally similar counties further than 100km away.

Evidence on the geography of job search is important when evaluating the impact of localized labor market shocks. Indeed, as we just argued, estimates will be affected by the size of the areas chosen as treatment and control. The case of mismatch is quite similar. Intuitively, geographic mismatch arises when there are some areas with too many job seekers relative to vacancies and some areas with too few job seekers. However, the size of the area chosen to assess whether there are too few
or too many job seekers is going to affect our estimates of the degree of geographic mismatch. In the next section, we document how such a choice affects estimated mismatch in our data, and we discuss how we can include data on job applications to improve our understanding of geographic mismatch.

3 Measuring mismatch unemployment

3.1 Standard measures

If geographic mobility is costly or if mobility is determined by amenities other than job availability, CBSAs with many vacancies and few job seekers can coexist with CBSAs with few vacancies and many job seekers. More generally, high levels of unemployment can occur when limited mobility is accompanied by large discrepancies between the distribution of job seekers and jobs across locations, occupations, industries, etc. Mismatch indices are used to measure differences between the distribution of jobs and job seekers. One of the most commonly used measure of mismatch is the following:

$$M = 1 - \sum_i \left( \frac{v_i}{\sum_i v_i} \right)^\gamma \left( \frac{u_i}{\sum_i u_i} \right)^{1-\gamma}$$

where $v_i, u_i$ are the number of vacancies and unemployed workers in market $i$ respectively. $M$ has been introduced by Nickell (1982) and Jackman and Roper (1987) to measure the share of unemployment that is due to mismatch. The idea is to rely on a simple search-and-matching model of unemployment (Pissarides, 2000): in each market, the number of hires is assumed to be a constant-return-to-scale Cobb-Douglas function of the number of vacancies and job seekers, of parameter $\gamma$, e.g. proportional to $v^\gamma u^{1-\gamma}$. In what follows, we take $\gamma = .5$, following Şahin, Song, Topa, and Violante (2012). Following Nickell (1982), Şahin, Song, Topa, and Violante (2012) show that $1-M$ is the ratio of the actual number of hires and the optimal number of hires that a planner can obtain by allocating job seekers across markets. Therefore, the mismatch index $M$ represents the percentage shortfall in hires obtained with the actual allocation of job seekers relative to the optimal allocation of job seekers.

3.2 Which unit of observation should be used?

The choice of the geographic unit of observation is subject to a trade-off. In the impact-evaluation case, the trade-off is between the presence of spillover effects and treatment intensity. For geographic mismatch, the same kind of issues arise. Working with too broad areas is likely to create a downward bias on the index. If one considers there is only one area (say the whole United States), all applications from job seekers residing in this area are obviously sent within the same area but not all vacancies in the area are equally relevant to all job seekers. In this case, the index will obviously be equal zero but will underestimate the actual geographic mismatch. Conversely, if we use zip codes as the unit of observation, we have the opposite problem. Many applications are directed

---

5See Jackman, Layard, and Pissarides (1990); Dickens (2010); Lazear and Spletzer (2012) for a dissimilarity index, which provides a measure of the proportion of the unemployed who are in the “wrong” market. Using this other measure yields very similar qualitative results for Figure 7.
to vacancies that are not located in the area where the job seeker resides, and we run the risk of overestimating geographic mismatch. As the size of the area decreases, the index will mechanically tend to one. In the end, there is no perfect choice: no definition will both grant that (i) vacancies are equally relevant to all job seekers in the area and (ii) job seekers do not apply outside of the area. However, there might exist a level for which the two biases have about the same size, so that the resulting index is an acceptable approximation of geographic mismatch.

Figure 7 shows how the index varies with the unit of observation. Under the assumptions underlying the index, we find that 2% of hires are lost due to the misallocation of job seekers when units of observation are defined as states or CBSAs. When units of observation are counties, this figure more than doubles, to 5%. At the zip-code level, the fraction of hires lost due to misallocation of job seekers is 20%, a very large figure. The magnitude of geographic mismatch therefore strongly depends on the size of the unit of observation, with smaller units yields much larger values for the mismatch index.

3.3 Mismatch measures using applications

The measure of mismatch we just discussed may be very misleading. Imagine that, independently of their places of residence, job seekers apply to vacancies such that the number of applicants by vacancy is roughly constant. In this case, the previously-defined mismatch indices may indicate high mismatch while the relevant mismatch is actually much smaller. In other terms, the mismatch between job seekers' and vacancies' locations may be corrected by the application pattern of job seekers. If job seekers located in areas with lower tightness apply to jobs in areas with higher tightness, their behavior will correct the location mismatch.

To provide a first insight about this issue, we consider indices based on applications. Specifically, we define two indices as:

\[ M_a = 1 - \sum_i \left( \frac{v_i}{\sum_i v_i} \right)^\gamma \left( \frac{a_i}{\sum_i a_i} \right)^{1-\gamma} \]
\[ M_{\tilde{a}} = 1 - \sum_i \left( \frac{v_i}{\sum_i v_i} \right)^\gamma \left( \frac{\tilde{a}_i}{\sum_i \tilde{a}_i} \right)^{1-\gamma} \]

where \( a_i \) is the number of applications sent to vacancies in market \( i \) and \( \tilde{a}_i \) is the number of applications sent to market \( i \), weighted by the inverse of the number of applications sent by the job seeker (so that \( \sum_i a_i = \sum_i u_i \)). The reason for using applications instead of job seekers is to investigate whether application behavior mitigates the imbalance in the geographic distribution of job seekers and vacancies. The difference between \( M_a \) and \( M_{\tilde{a}} \) is that, in the latter, job seekers who send more applications do not contribute more to the index than those sending less applications.

Figure 8 compares the indices \( M, M_a, M_{\tilde{a}} \) for several geographical units. The index based on weighted applications (which corrects for the number of applications by job seeker) is equal, for large units, to the index based on job seekers. For small units, the index based on weighted applications is lower than the index based on job seekers. This indicates that job seekers tend to
choose the destinations of their applications in such a way that mismatch is reduced. However, the phenomenon is quite marginal across CBSAs and states and is only substantial across zip codes. This last result makes sense if zip codes are specialized, some being more residential, other more commercial or industrial. The index based on applications, conversely, is always higher than the other two (expect at the zip-code level). This reflects another phenomenon: job seekers located in areas with lower tightness on the labor market tend to send more applications. Because the majority of their applications are still sent to surrounding low-tightness areas, this has the consequence to increase the index.

Another way to understand how across-market applications affect mismatch is to compare mismatch indices based on internal applications with mismatch indices based on all applications. Following the previous definitions, the mismatch index based on internal applications is defined as:

$$M_n = 1 - \sum_i \left( \frac{v_i}{\sum_i v_i} \right) \gamma \left( \frac{n_i}{\sum_i n_i} \right)^{1-\gamma}$$

where $n_i$ are internal applications in market $i$ respectively. Internal applications in market $i$ are defined as applications to jobs in market $i$ that come from job seekers residing in market $i$. If applications across markets tend to correct mismatch, we expect mismatch based on all applications to be lower than mismatch based on internal applications. Indeed, regardless of the level of geography considered, we find that mismatch using all applications is lower than mismatch using only internal applications (Figure 9). For example, if we use CBSAs as a definition of the labor market, mismatch is reduced by 30% when we go from considering only internal applications to considering all applications received by jobs within a CBSA. We conclude that applications across labor markets can substantially reduce the measured level of geographic mismatch.

Job seekers' application behavior tends to correct imbalances in the labor market. However, the extent of this correction remains difficult to assess as it depends on the level of aggregation chosen. In the next section, we offer a solution to this problem by using a new mismatch index, which directly accounts for job seekers' distaste for distance.

4 A measure of mismatch that accounts for the geography of job search

The goal of this section is to build a measure of mismatch unemployment compatible with our findings about the geography of job search. The mismatch measures we presented in the preceding section assume that job seekers apply within their CBSA or their state, and that all vacancies in this area are equally relevant. By contrast, we consider a framework in which geographic distance determines the extent to which a vacancy is relevant to a job seeker. As explained in the previous section, measuring mismatch requires us to map an allocation of job seekers to the number of hires in the economy. In order to define such a mapping, we have to build a simple theoretical model that accounts for the fact that job seekers may send applications to several places, depending on the distance between the vacancies and themselves.
4.1 Theoretical framework

The model presented here is a static urn-ball search-and-matching model. In the canonical model, in which job seekers apply only once, unemployment comes from the fact that job seekers cannot observe each other's strategies (Butters, 1977; Hall, 1979; Peters, 1984). Some vacancies receive several applications while others do not receive any. In this model, the probability for a job seeker to receive several offers is often assumed to be sufficiently small so that job seekers receive either zero or one offer. In the multiple application case, this assumption is less likely to hold and another friction is introduced. Because employers do not observe each other's offers: some workers receive several offers while others do not receive any.\(^6\)

In the simplest version of our model, job seekers have an exogenous number of applications and decide to send them to vacancies in different places. Their decision is based on a trade-off between the probability of being hired (which depends endogenously on the number of applicants by vacancy) and the distance between their place of residence and the location of the vacancy. Firms receive applications and decide randomly whom to hire among applicants who turn out to be qualified. The matching function we obtain is an elaborated version of the classical urn-ball matching function that incorporates the feature that all job seekers may apply to a vacancy, although those further away have lower probability to do so.

Manning and Petrongolo (2011) present a model that has inspired ours in several dimensions. Like us, they use a static job search model with multiple applications, they consider that the application decision is a product between a distance-specific term and the destination-specific probability to be hired. Unlike us, they endogenize the average number of applications sent by job seekers (we also do this in an extended version of the model, see appendix). To keep their model tractable, they make an assumption about the functional form of the probability to be hired and assume that the coordination failure on the firm side can be neglected. However, Wolthoff (2010) finds that search frictions and recruitment frictions are each responsible for around half of the loss in social surplus compared to a Walrasian world. We therefore decided to include the coordination failure on the firm side in our model.

Many models in the literature stress the importance of taking into account the heterogeneity of job seekers and jobs on the labor market.\(^7\) Introducing geographical space in the modelling of labor markets is however considered as a difficult exercise (Zenou, 2009). In most contributions in the urban economics literature, geographic distance is introduced in search-and-matching to point out either the role of commuting and the existence of informational imperfections (Wasmer and Zenou, 2002; Brueckner, Thisse, and Zenou, 2002; Zenou, 2009; Rupert and Wasmer, 2012).

\(^{6}\) Albrecht, Gautier, and Vroman (2003, 2004, 2006); Galenianos and Kircher (2009); Kircher (2009); Wolthoff (2010) are examples of theoretical frameworks in which job seekers send multiple applications. Both Albrecht, Gautier, and Vroman (2006); Decreuse (2008) allow for an endogenous number of applications and show that, under certain conditions, job seekers prospect too many segments.

\(^{7}\) Barnichon and Figura (2013) argue that the relationship between the aggregate job-finding rate and labor market tightness does not hold after 2007, as a result of changes in the segmentation of the labor market.
Job seekers and vacancies are spread across $S$ spots. In spot $s$, there are $U_s$ job seekers and $V_s$ vacancies. The timing of the game is the following.

1. Job seekers apply to vacancies.
2. Firms gather the applications they receive: each application has a probability $q$ to be valid in the sense that the applicant can do the job.
3. Firms can only make one offer. If a vacancy has more than one valid application, a tie breaking procedure determines who will be offered the job.
4. Offers are sent to job seekers.
5. Job seekers can only accept one job. If a job seeker has received more than one offer, he accepts the offer that generates the highest utility.
6. Matches are realized.

To simplify exposition, we introduce first a model in which local labor markets are assumed to be distinct. In a second step, we present the full-fledged model in which job seekers can apply everywhere but are sensitive to distance.

4.1.1 Distinct markets

Let us start by assuming that local markets are distinct. Job seekers can apply to all vacancies in their own spot, but not elsewhere. In this case, all markets are independent and the solution is found independently for each market.

Assume that the number of applications by job seekers is exogenous and constant, equal to $a_s = \bar{a}$. Job seekers are equally likely to apply to any job in $s$. Therefore, the probability $p_s$ that a job seeker in $s$ applies to a vacancy located in $s$ is equal to:

$$p_s = \frac{\bar{a}}{V_s}$$

Because job seekers do not coordinate their applications, the number of applications received by a vacancy located in $s$ from job seekers located in $s$ is distributed as a Binomial$(U_s, p_s)$. As $U_s$ is large and $p_s$ is small, this distribution is well proxied by a Poisson($p_s U_s$).

An application has a probability $q$ to be valid for the firm. The number of valid applications is distributed as a Binomial parameterized by the number of received applications and the probability $q$ that the application is valid. As the composition of a Binomial and a Poisson, the number of valid applications is distributed as a Poisson($qp_s U_s$).

Employers choose randomly among the valid applications which job seeker they will make an offer to. From the point of view of a job seeker, what is the probability $\pi_s$ that an application he is about to make is going to generate an offer? He will get an offer with a probability $q$ if no-one else
applies (associated with the event “number of applications equal to zero”), with a probability \( q/2 \) if one other job seeker applies, and so on. All in all, \( \pi_s \) is equal to \( q \) multiplied by the expectation of \( 1/(X + 1) \) where \( X \) is a random variable distributed as a Poisson(\( q \)sUs).

\[
\pi_s = \frac{1}{p_s U_s} \left[ 1 - \exp \left( -q_p U_s \right) \right]
\]

Replacing \( p_s \) the probability of applying to a job in \( s \) by its value, this may be written as:

\[
\pi_s = \frac{V_s}{\bar{a} U_s} \left[ 1 - \exp \left( -q \frac{\bar{a} U_s}{V_s} \right) \right]
\]

Following a similar reasoning, the number of offers received by a job seeker in \( s \) is distributed as a Poisson(\( \pi_s p_s V_s \)), or, equivalently, a Poisson(\( \pi_s \bar{a} \)). The job seeker will choose among the offers she received the one which provides her the maximum amount of utility. From our point of view or the point of view of the firm, this is equivalent to choosing randomly (the utility brought by a job is private information). Because a job seeker with \( h \) offers has a probability \( 1/(h + 1) \) to accept a marginal offer, the probability that a job seeker will accept a given offer is:

\[
\xi_s = \frac{1 - \exp \left( -\pi_s \bar{a} \right)}{\pi_s \bar{a}}
\]

A vacancy is filled if at least one valid application is received and if the job seeker who is offered the job accepts it. The probability for a vacancy to be filled is:

\[
\xi_s \left[ 1 - \exp \left( -q \frac{\bar{a} U_s}{V_s} \right) \right]
\]

The expected number of matches in \( s \) is equal to:

\[
M_s = V_s \xi_s \left[ 1 - \exp \left( -q \frac{\bar{a} U_s}{V_s} \right) \right]
\]

and the total number of matches is:

\[
M = \sum_s V_s \xi_s \left[ 1 - \exp \left( -q \frac{\bar{a} U_s}{V_s} \right) \right]
\]

This matching function is a generalized version of the well-known expression that arises from the canonical urn-ball model. There are two modifications compared to the canonical matching function. First, job seekers are allowed to send multiple applications, which is reflected in the \( \bar{a} \) term in the expression above. Second, job seekers may get more than one offer. Therefore, the number of matches depends on job seekers’ propensity to accept offers \( \xi_s \).

This matching function exhibits two welcome properties. First, it exhibits constant returns to scale (Pissarides and Petrongolo, 2001). Second, the number of matches is equal to zero when either the number of vacancies or job seekers is equal to zero.

---

\( ^8 \)If \( X \) is distributed as a Poisson(\( \lambda \)), \( E[1/(X + 1)] = (1 - \exp(-\lambda))/\lambda \).
4.1.2 Overlapping markets

Now we turn to our case of interest: job seekers are allowed to apply to all labor markets, not only their own. We assume that the only parameter that matters is the geographical distance between their place of residence and the vacancy. In this model, all local markets are tied to each other, so the whole model must be solved simultaneously. In our application, locations are defined at the smallest unit available in our data: zip codes. The results from the previous section showed that zip codes are very small compared to the scale relevant for job search. For this reason, we consider that zip codes are almost as good as the exact geographic location of job seekers.

Assume that the number of applications by job seekers is exogenous and constant, equal to \( \bar{a} \). However, by contrast with the case of distinct markets, the allocation of these applications among the different destinations has to be decided. The optimal allocation is such that the marginal gain from applying to each destination is equalized. Let \( b_{ij} \) denote the share of applications sent to vacancies located in \( s_j \) by a job seeker located in \( s_i \). Let \( F_{ij} \) denote the utility to work in \( s_j \) for a job seeker initially living in \( s_i \). \( \pi_j \) still denotes the probability to get an offer from a given vacancy in \( s_j \) (conditional on applying). Note that \( \pi_j \) is assumed not to depend on the job seekers’ places of residence: the probability of receiving an offer does not depend on the location of the job seeker, only on the location of the job. Assume that \( b_{ij} \bar{a} \) applications have already been sent to each destination \( \{s_\ell\}_{\ell=1...S} \). For all \( j \) and \( j' \), the marginal gain to send an extra application to \( s_j \) should be equal to the one for sending an application to \( s_{j'} \).

\[
\left[ \Pi_\ell (1 - \pi_\ell)^{b_{i\ell} \bar{a}} \right] \pi_j F_{ij} = \left[ \Pi_\ell (1 - \pi_\ell)^{b_{i\ell} \bar{a}} \right] \pi_{j'} F_{ij'}
\]

which is equivalent to \( \pi_j F_{ij} = \pi_{j'} F_{ij'} \).

Now, let us assume that, besides the idiosyncratic preferences of each job seeker for specific jobs, the only relevant variable for the utility \( F_{ij} \) is the geographical distance between \( s_i \) and \( s_j \), \( d_{ij} \). The idea is that, for short distances, the worker will incur a commuting cost, which grows with the distance, and that, for longer distances, she may have to face moving costs. We assume that \( F_{ij} \) decreases with the number of applications sent to \( s_j \) by job seekers in \( s_i \). This assumption reflects the idea that, for each job seeker, some jobs are better than others, and the job seeker applies first to his favorite jobs. Given this behavior, any new job a job seeker applies to must be worse than the jobs he has already applied to. Therefore, for each spot \( s_j \), the utility of being hired in any given job declines with the number of applications a job seeker has already sent. For simplicity, we choose \( F_{ij} = f(d_{ij})/a_{ij} \), where \( f(d_{ij}) \) is a function of the distance \( d_{ij} \). Introducing this expression in the former equation and using that \( b_{ij} \) sum to one (over \( j \)), we find that:

\[
b_{ij} = \frac{\pi_j f(d_{ij})}{\sum_\ell \pi_\ell f(d_{i\ell})}
\]

The probability \( p_{ij} \) that a job seeker in \( s_i \) applies to a vacancy located in \( s_j \) is equal to:

\[
p_{ij} = \frac{\bar{a}}{V_j} b_{ij} = \frac{\bar{a} \pi_j f(d_{ij})}{V_j \sum_\ell \pi_\ell f(d_{i\ell})}
\]
The number of applications received by a vacancy located in \( j \) from job seekers located in \( i \) is distributed as a Poisson\((p_{ij}U_i)\). Summing applications coming from all origins, the distribution of the number of applications received by a vacancy in \( j \) is a Poisson\((\sum_k p_{kj}U_k)\). The number of valid applications is distributed as a Poisson\((q\sum_k p_{kj}U_k)\).

From the point of view of a job seeker, the probability \( \pi_j \) that an application she is about to make is going to be successful is equal to \( q \) multiplied by the expectation of \( 1/(X+1) \) if \( X \) is a random variable distributed as a Poisson\((q\sum_k p_{kj}U_k)\).

\[
\pi_j = \frac{1}{\sum_k p_{kj}U_k} \left[ 1 - \exp\left(-q\sum_k p_{kj}U_k\right) \right]
\]  \hspace{1cm} (6)

Similarly, the number of offers received by a job seeker is \( s_i \) corresponding to vacancies in \( s_j \) is distributed as a Poisson\((\pi_j p_{ij}V_j)\). The total number of offers received by this job seeker is thus distributed as a Poisson\((\sum_\ell \pi_\ell p_{i\ell}V_\ell)\). Because we assume, as in the distinct market case, that a job seeker with \( h \) offers has a probability \( 1/(h+1) \) to accept a marginal offer, the probability that a job seeker \( s_i \) will accept a given offer is:

\[
\frac{1}{\sum_\ell \pi_\ell V_\ell p_{i\ell}} \left[ 1 - \exp\left(-\sum_\ell \pi_\ell V_\ell p_{i\ell}\right) \right]
\]

From the point of view of a firm in \( s_j \), the average probability that an applicant will accept an offer for its job is:

\[
\xi_j = \frac{\sum_k p_{kj}U_k}{\sum_k p_{kj}U_k} \left[ 1 - \exp\left(-\sum_\ell \pi_\ell V_\ell p_{k\ell}\right) \right]
\]  \hspace{1cm} (7)

The first term in the sum reflects the share of applications coming from each spot \( k \) while the second term is the probability that an applicant from \( k \) will accept the offer.

A vacancy is filled if at least one valid application is received and if the job seeker who is offered the job accepts it. The probability for a vacancy to be filled is:

\[
\xi_j \left[ 1 - \exp\left(-q\sum_k p_{kj}U_k\right) \right]
\]

The total number of matches is:

\[
M = \sum_j V_j \xi_j \left[ 1 - \exp\left(-q\sum_k p_{kj}U_k\right) \right]
\]  \hspace{1cm} (8)

This matching function is similar to the one obtained for distinct markets. We can check that the function exhibits constant returns to scale, in the sense that if the number of job seekers and vacancies is multiplied by the same scalar factor in every spot, the number of matches is also multiplied by this factor. Interestingly, we note that the probability to get an offer \( \pi_j \), the number of applications \( a_i \), the share \( h_{ij} \), the probability of acceptance \( \xi_j \) and the probability that a vacancy is filled are all unaffected by such a change in scale. We also check that the number of matches is equal to zero when either the number of vacancies or job seekers is equal to zero.
4.1.3 Model resolution and calibration

In the case of distinct local labor markets, the resolution of the model is simplified by the fact that the problem for each spot can be solved independently from the others. The number of vacancies $V_s$ in each location $s$, and the number of applications are considered exogenous. In each location $s$, the probability of being hired $\pi_s$ is first obtained as a function of the number of job seekers $U_s$, using equation (2). Then, the probability of acceptance $\xi_s$ is determined by equation (3), as a function of $\pi_s$. Finally, the number of matches is determined by equation (4), as a function of $\xi_s$ and $U_s$.

Numerically, the resolution is fast because endogenous variables depend on each other in the form of a chain, with no loop. Moreover, because the resolution can be done independently in each spot, the computational cost should be linear in $S$, the number of spots.

In the case of overlapping labor markets, the resolution is more complicated. We consider $\{V_s\}, \bar{a}$ and $f(.)$ as exogenous parameters. Equation (5) shows that the probability $p_{ij}$ for a job seeker in $s_i$ to apply to a given vacancy in $s_j$ depends on the probability to be hired $\pi_j$. But $\pi_j$ depends both on the whole allocation of job seekers $\{U_i\}_i$ and the vector of probabilities of application $\{p_{ij}\}_j$, as shown by equation (6). These two equations define a system of $S$ equations (or a mapping) of $\{\pi_j\}_j$ as a function of itself. For all $j$,

$$
\pi_j = \left( \sum_k \frac{a_{ij} \pi f(d_{ij})U_k}{\sum_l \pi_l f(d_{il})} \right)^{-1} \left[ 1 - \exp \left( -q \sum_k \frac{a_{ij} \pi f(d_{ij})U_k}{\sum_l \pi_l f(d_{il})} \right) \right]
$$

Does the equilibrium exist? Is it unique? To answer this question, it would be sufficient to prove that this mapping is contracting. We have run many simulations for various values of the parameters: the mapping was contracting in all the cases we tested. However, we could not arrive to a formal proof so far, using, for instance, the Blackwell sufficient conditions. We solve this system numerically by iterating this mapping until the value of $\pi$ does not change any longer.

Once $\pi_j$ (and thus $p_{ij}$) have been found, equation (7) provides a way to compute the acceptance probability $\xi_j$. Then, we can use equation (8) to obtain the number of matches, as function of $\{p_{ij}\}, \{\xi_j\}$ and $\{U_i\}$. Here, two hurdles make the computational cost much higher than in the distinct-market case. First, the number of job seekers in a given location impacts the number of matches in another one. This feature is consistent with our finding that job seekers’ application patterns tend to correct mismatch, but makes things more complicated, as the whole model must be solved simultaneously. Second, because $p$ and $\pi$ depend on each other, the iterating process to solve the system is the computational bottleneck. With a number of units of around 23,000, the system can be solved in around 8 seconds.\(^9\)

There are three set of parameters that we need to estimate. First, the number of vacancies in each location $V_s$ is given by the value we observe in the data. Second, the average number of applications $\bar{a}$ is also taken as its empirical counterpart, equal to 12.8. Third, we have to choose the function $f(.)$, which determines the distaste for distance of the job seekers. To simplify, we impose a functional

\(^9\)The code is written in Matlab and is available upon request.
form, the exponential of a polynomial in distance, and we denote $\beta$ as the vector of coefficients of the polynomial. We have two possibilities to estimate $\beta$, which have their pros and cons. The first one is to rely on a reduced-form estimation of $f$, similar to the ones presented in the first section of the paper. The advantage of this method is to account for the nature of count data (through the Poisson specification), and to allow for fixed effects in $s_i$ and $s_j$, which makes the estimation less dependent on the exact structure of the model. The second estimation strategy is to rely on the structural form of the model. The idea is to combine equations (5) and (6) to form a system of equations of the following form. For all $j$,

$$a_j = g(a_j, \{a_{i\ell}\}_{\ell}, \beta)$$

where $a_j = \sum_k a_{kj}$. We observe in the data the number of applications sent to a given location, which are consistent estimates of $a_j$. Thus, we can obtain a structural estimate of $\beta$ by generalized minimum distance estimation. The advantage of this method is to rely on the structural form of the model and to incorporate the fact that the allocation of applications results from strategic decisions of job seekers. The drawback of this method is that the estimate will depend on whether the model includes all first-order determinants of the application decision. For simplicity, we use the first strategy but we plan to assess the sensitivity of the results when the second strategy is used instead. The $\beta$ chosen are the ones reported in the column 5 in Table 1.

### 4.2 Computing the mismatch index

Now that we have obtained a matching function, which maps an allocation of job seekers to a number of hires, we can define the mismatch index as:

$$\tilde{M} = 1 - \frac{M}{M^*}$$

where $M$ is the number of hires given the observed allocation of job seekers and $M^*$ is the maximum number of hires achievable by a social planner able to freely allocate job seekers across markets.

We denote by $M(u)$ the number of matches associated with the allocation $u = \{u_{s1}, \ldots u_{sS}\}$ of job seekers (keeping other variables and parameters fixed). $M(u)$ is computed by solving the model for the allocation $u$ (instead of the current allocation $U$). $M^*$ is the result of the optimization:

$$M^* = \max_u M(u) \text{ s.t. } \sum_s u_s = \sum_s U_s$$

The solution allocation is denoted as $U^*$, so that $M(U^*) = h^*$.

In the case in which markets are distinct, the solution can be analytically found because our matching function exhibits constant returns to scale. As shown in Sahin, Song, Topa, and Violante (2012) for instance, the optimal allocation is such that the tightness $U_s/V_s$ is constant over locations $s$. In what follows, we name this allocation the *proportional* allocation, as the number of job seekers should be made exactly proportional to the number of vacancies.
In the case of overlapping markets, conversely, there is no easy way to find the analytical solution. The intuition is that, in this case, it is not $U_s$ that should be made proportional to $V_s$ but rather the amount of applications converging to $s$ from all origins. The optimal allocation must, in this case, be found numerically. The optimization problem is a tricky one as $S$ can be very large. At the zip-code level, $S$ is higher than 23,000 and standard optimization tools will not work in limited time, even with high-performance computers. We design an ad-hoc algorithm relying on approximated (but faster to compute) versions of the gradient (see Appendix 2 for details on the algorithm used). Depending on the starting point, about 10 days are necessary to reach the optimum.

As stated before, we use the data at the finest geographic level available: the zip codes. There are 23,585 zip codes in our data set and we compute the number of job seekers and vacancies at this level. In the data, $U_s$ and $V_s$ are positively correlated: a naive regression of $U_s$ on $V_s$ exhibits a coefficient of .15 (with a standard error of .003).

4.3 Results

Now, we turn back to the measurement of mismatch unemployment. Using the model with overlapping markets and considering the zip code as the unit of analysis, we compute the index $\tilde{M}$ and find a value of 0.032, i.e. 3.2% of hires are lost due to the misallocation of job seekers. This is our preferred measure of geographic mismatch.

How does this value compare with the values obtained using other approaches? First, we can compare it to the mismatch index $M$ obtained under the assumption of distinct markets and using a Cobb-Douglas matching function. We find that our preferred measure of geographic mismatch is slightly higher than the value found at the CBSA level (2%) and smaller than the one found at the county level (see Figure 7). This conclusion is consistent with the intuition that emerged from our empirical analysis: the local labor market relevant to a job seeker seems to lie between the county and the CBSA.

Given the value we found for geographic mismatch, how much would the aggregate unemployment rate in the U.S. fall if we eliminated mismatch? Let us consider that the unemployment rate is not far from its steady-state value, which depends on the exit rate from employment $\mu$ and the hiring rate $\lambda$ as follows:

$$u_{ss} = \frac{\mu}{\lambda + \mu}$$

We take $\lambda = 36\%$ (as in the calibration above) and $\mu = 0.031$, so that the initial steady-state unemployment rate is equal to the actual value of the unemployment rate in the US at the time our data was collected, i.e. 8%. The planner value $\lambda^*$ for the hiring rate is equal to $\lambda^* = \lambda / (1 - \tilde{M})$. Given these expressions, a mismatch index of 0.032 means that, if job seekers were allocated according to the optimal allocation (instead of the one observed in the data), the unemployment rate would be decreased by .2 percentage point (3%). This figure is subject to the usual disclaimer that applies to any attempt to compute mismatch unemployment. That a planner can move job seekers without
costs is an extreme assumption: this exercise should be taken as a way to compute the higher bound of the contribution of mismatch to the unemployment rate.

We check the sensitivity of our results to the functional form of the matching function by re-computing our mismatch index on data aggregated at the CBSA level and comparing it to the mismatch index using a Cobb-Douglas matching function. To mimic the results obtained with the Cobb-Douglas matching function (Figure 7), we assume that CBSAs are isolated and use the distinct-market version of our model. In this case, the optimal allocation is the proportional one. At the CBSA level, we find a mismatch index $\tilde{M}$ of 2.8%. This value is very similar to the 2.7% for $M$ on the same sample. This shows that the functional form of the matching function (Cobb Douglas vs. urn-ball) has only a second-order impact on the value of the mismatch index. Table 2 summarizes our results and the comparison with alternative measures.

Finally, is it much ado about nothing? If geographic mismatch accounts for a maximum of 3% of total unemployment, is it still worthwhile looking for policies that would reduce mismatch? An alternative way to assess whether 3% is low in absolute terms is to run a counterfactual exercise. Imagine that an economic policy managed to increase the number of vacancies while keeping the geographic distribution of jobs and job seekers fixed as in the data. How much does the number of vacancies need to grow to achieve a similar increase (3%) in the number of matches as eradicating geographic mismatch? Using our model with overlapping markets at the zip code level, we find that the number of vacancies would have to be increased by 18%. To understand how such an impressive figure can arise from a small degree of mismatch, let us have a closer look at the matching function. Around the values observed in the data for $U$ and $V$, our matching function exhibits an elasticity on unemployment equal to 80% and an elasticity on vacancies equal to 20%. Even if estimated elasticities vary substantially across empirical studies, these values are clearly in the range of plausible elasticities. They are equal to those obtained by Layard, Nickell, and Jackman (1991) and close to the 70/30% obtained by Pissarides (1986). Eradicating geographic mismatch would decrease unemployment by 3%, yielding the same effect as an 18% increase in the number of vacancies. To the extent that generating such a large increase in vacancies is no trivial task for a policy maker, this suggests that attempting to alleviate geographic mismatch may be worthwhile even if the expected improvement in the unemployment rate is small.

5 Conclusion

The geography of job search matters. Using data from CareerBuilder.com, this paper shows that job seekers are more likely to apply to jobs closer from home: the probability of applying to a job strongly decreases with distance, at an initial rate of 20% for 5 km. However, American job seekers are far more likely to apply to jobs far away from home than their British counterparts. We also investigate how well administrative units can capture the geography of job search. We find that most job applications are contained within the CBSA of residence of the job seekers. However, job seekers very often apply across counties. This implies that the CBSA is a good choice for the unit of treatment if one wishes to evaluate localized labor market shocks while avoiding spillover effects.
We then demonstrate how the geography of job search allows us to better understand geographic mismatch. We measure geographic mismatch using a new index that incorporates the geography of job search at the zip code level. We find that geographic mismatch accounts for 3% of US unemployment, which is similar to what we find using an existing mismatch index and data aggregated at the CBSA level. While existing mismatch indices are sensitive to the degree of geographic aggregation of the data, our index is robust to this issue and allows us to conclude that geographic mismatch is not a major driver of US unemployment. Furthermore, we find that the CBSA is a good level of analysis for the purpose of computing geographic mismatch. Overall, our analysis suggests that the CBSA is a good definition of the labor market for a number of applications.

Finally, geography is only one dimension that distinguishes different labor markets. Labor economists have long recognized that labor markets are stratified by skills. When it comes to mismatch in the labor market, "skills gap" or occupation mismatch is quite important, as documented by Şahin, Song, Topa, and Violante (2012). In future work, we plan to address the interaction of the geographic and occupational dimensions in differentiating labor markets.
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Table 1: Probability for an application as a function of distance

<table>
<thead>
<tr>
<th></th>
<th>Poisson</th>
<th>Neg. Bin</th>
<th>FE Poisson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td><strong>Distance (× 100km)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−3.64</td>
<td>.05</td>
<td>−4.64</td>
<td>(−3.55)</td>
</tr>
<tr>
<td><strong>Distance (× 100km), squared</strong></td>
<td>.70</td>
<td>1.11</td>
<td>.51</td>
</tr>
<tr>
<td><strong>Distance (× 100km), cubic</strong></td>
<td>.05</td>
<td>−.09</td>
<td>−.02</td>
</tr>
<tr>
<td><strong>Overdispersion parameter</strong></td>
<td></td>
<td>.98</td>
<td>(−)</td>
</tr>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>jobs zip</td>
</tr>
<tr>
<td>Nobs</td>
<td>1,355,172</td>
<td>1,355,172</td>
<td>1,038,206</td>
</tr>
</tbody>
</table>

Source: CareerBuilder database.
Notes: 1 star means 99%-significant. Column 1 is a Poisson model. Column 2 is a Negative Binomial model. Columns 3 to 5 are Poisson models with fixed effects. All specifications include log $U_{iz}V_{iz}'$ with a coefficient constrained to one. All models are estimated by maximum likelihood.

Table 2: Geographic mismatch indices

<table>
<thead>
<tr>
<th>Matching function</th>
<th>Urn-ball</th>
<th>Cobb-Douglas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overlapping</td>
<td>CBSA</td>
</tr>
<tr>
<td></td>
<td>Distinct</td>
<td>CBSA</td>
</tr>
<tr>
<td><strong>Local markets</strong></td>
<td>zip code</td>
<td>CBSA</td>
</tr>
<tr>
<td><strong>Unit of analysis</strong></td>
<td></td>
<td>CBSA</td>
</tr>
<tr>
<td>Index value</td>
<td>.032</td>
<td>.028</td>
</tr>
</tbody>
</table>

Source: CareerBuilder database and authors’ calculations.
Notes: The two first columns correspond to the index $\mathcal{M}$ computed with our matching function: equation (4) for the distinct version and equation (8) for the overlapping version. The last two columns correspond to the index $\mathcal{M}$ computed under the distinct-market assumption using a Cobb-Douglas with parameter .5; see equation (1).
Figure 1: Share of applications where the vacancy and the job seeker are located within the same geographic area

Source: CareerBuilder database.

Figure 2: Ratio between the number of applications that a job seeker send in her residence area and the number of available vacancies in this area

Source: CareerBuilder database.

Note: The numbers at the top of the bars are multiplied by 100.
Figure 3: Ratio between the number of applications that a vacancy received from job seekers living in the same area and the number of job seekers within the area.

Source: CareerBuilder database.
Note: The numbers at the top of the bars are multiplied by 100.

Figure 4: Geographic pattern of the applications sent by job seekers living in Chicago CBSA zip codes 60639 (left panel) and 60561 (right panel).

Source: CareerBuilder database.
Note: The area delimited in red is the Chicago CBSA.
Figure 5: Distribution of the distance between job seekers and vacancies in observed applications: cumulative distribution function (left panel) and probability distribution function (right panel)

Source: CareerBuilder database.

Note: The right panel uses a log scale for the x axis.

Figure 6: Relative probability of application as a function of geographic distance: predictions from Poisson model with or without fixed effects

Source: CareerBuilder database.

Note: The values of coefficients correspond to the ones reported in the columns 1, 3, 4, and 5 of Table 1.
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Figure 7: Mismatch index between job seekers and vacancies, for several geographic definitions of the markets

Source: CareerBuilder database.

Figure 8: Mismatch index between jobs seekers (or applications or weighted applications) and vacancies, at several geographic levels

Source: CareerBuilder database.
Figure 9: Mismatch index between applications (or internal applications) and vacancies at several geographic levels

Source: CareerBuilder database.
Appendix 1: A search model with endogenous number of applications

5.1 Distinct markets

Let us now relax the assumption about the exogeneity of the number of applications. Instead, the number of applications is determined endogenously such that the marginal gain of an application is equal to its marginal cost in each spot $s$. In this case, the probability $p_s$ that a job seeker in $s$ applies to a vacancy located in $s$ is:

$$p_s = \frac{a_s}{V_s}$$

$a_s$ is the total number of applications that a job seeker in $s$ sends to jobs in $s$. We now determine the optimal value of $a_s$. To simplify the analysis, we assume that the number of applications is continuous and not discrete. Let $\pi_s$ denote the probability to be hired associated with an application to a job in $s$. $F_s$ is the utility that a job seeker experiences if he is hired in a job in $s$. Before any application is sent, the marginal gain is $\pi_s F_s$ while the marginal cost is denoted by $m$. When $a_s$ applications have already been sent, a marginal application only brings utility if the previous applications were unsuccessful, i.e. with probability $(1 - \pi_s)^{a_s}$. Job seekers stop applying when the marginal gain equals the marginal cost:

$$(1 - \pi_s)^{a_s} \pi_s F_s = m$$

$\pi_s$ will be endogenously determined as it depends on other job seekers’ decisions to apply. The more job seekers apply to a job, the higher the competition and the lower the probability to be hired for each individual job seeker. $F_s(a_s)$ is the utility that a job seeker experiences if he is hired in a job in $s$, conditional on having already sent $a_s$ applications. We assume that $F_s$ decreases with $a_s$. For simplicity, we assume that $F_s(a_s) = a_s^{-1/\alpha}$. Note that we assume that the utility is idiosyncratic so that workers are not necessarily attracted by the same jobs (there are no good jobs and bad jobs or, more precisely, the definition of a good job depends on each individual). The marginal cost $m$ may also depend on the number of applications. The literature frequently assumes convex costs, so that the marginal cost increases with $a_s$. We assume that the cost is written $ca_s^{\eta}$: if $\eta > 0$, the cost is convex; if $\eta = 0$ the cost is linear; if $\eta < 0$, the cost is concave.

Denoting $\bar{\eta} = 1/\alpha + \eta$, the total number of applications $a_s$ that a job seeker in $s$ sends to jobs in $s$ is determined by equating marginal gains with marginal costs:

$$(1 - \pi_s)^{a_s} \pi_s F_s = ca_s^{\bar{\eta}}$$

A closed-form solution for $a_s$ can be found using the Lambert $W$ function:

$$a_s = -\frac{\bar{\eta}}{\log(1 - \pi_s)} W\left(-\frac{\log(1 - \pi_s)}{\bar{\eta}} \left[ \frac{\pi_s}{c} \right]^{\frac{1}{\bar{\eta}}} \right)$$

The Lambert $W$ is increasing in its argument for positive values: therefore, the expression above shows that the number of applications decreases with the cost parameter $c$, as is intuitive. One can also check that the number of applications increases with the probability of a successful application
This is an interesting property because it suggests that, when labor market tightness is higher, so that \( \pi_s \) is higher, job seekers send more applications, i.e. job search effort is higher. Therefore, allowing for an endogenous number of applications may have important consequences for the cyclical properties of search and matching models.

5.2 Overlapping markets

We could also assume that the number of applications is determined endogenously such that the marginal gain of an application is equal to its marginal cost. \( a_i \) is the total number of applications for a job seeker living in \( s_i \). The marginal gain should be equal to the marginal cost; for all \( j \):

\[
\Pi_{\ell}(1 - \pi_{\ell})^{b_{i\ell}} \pi_j F_{ij} = m
\]

We keep the assumptions we used before for the expressions of the cost term. The utility term \( F_{ij} \) is assumed to take the functional form:

\[
F_{ij} = \left[ \frac{f(d_{ij})}{a_{ij}} \right]^{\alpha}
\]

with \( (1 - \bar{\pi}_i) = \Pi_{\ell}(1 - \pi_{\ell})^{b_{i\ell}} \).

Multiplying both terms by \( a_{ij}^{1/\alpha} \) and summing over the \( j \), we obtain an equation that determines \( a_i \).

\[
(1 - \bar{\pi}_i)^{a_i} \left[ \sum_j \pi_j^\alpha f(d_{ij}) \right]^{1/\alpha} = ca_i^{\eta}
\]

Denoting \( \bar{\eta} = 1/\alpha + \eta \), a closed-form solution can be found using the Lambert W function:

\[
a_i = -\frac{\bar{\eta}}{\log(1 - \bar{\pi}_i)} W \left( -\frac{\log(1 - \bar{\pi}_i)}{\bar{\eta}} \left[ \frac{\sum_j \pi_j^\alpha f(d_{ij})}{c^\alpha} \right]^{\frac{1}{\bar{\eta}}} \right)
\]

By examining the expression above, we can see how endogenizing the number of applications changes the matching process compared to a situation with a fixed number of applications. In particular, the term \( \sum_j \pi_j f(d_{ij}) \) reflects the fact that job seekers in spot \( s_i \) send more applications when there are more vacancies nearby (\( f(d_{ij}) \) is small for many spots \( s_j \)) and when \( \pi_j \), the probability of getting an offer from these jobs in \( s_j \), is higher. As in the case of distinct markets, this means that job seekers send more applications where labor market tightness is higher so that there is low competition for jobs. What is different from the case of distinct markets is that labor market tightness is considered not only for the job seekers’ own place of residence but also for other markets. The share of applications send by job seekers in \( i \) to jobs in \( j \), \( b_{ij} \), is determined as previously:

\[
b_{ij} = \pi_j^\alpha f(d_{ij}) \sum_{\ell} \pi_{\ell}^\alpha f(d_{i\ell})
\]

The probability \( p_{ij} \) that a job seeker in \( s_i \) applies to a vacancy located in \( s_j \) is equal to:

\[
p_{ij} = \frac{a_i}{V_j} b_{ij} = \frac{a_i \pi_j^\alpha f(d_{ij})}{V_j \sum_{\ell} \pi_{\ell}^\alpha f(d_{i\ell})}
\]
Appendix 2: The algorithm used to find the planner’s optimal allocation

The planner’s problem is to find the allocation of job seekers which maximizes the number of matches in the economy:

$$M^* = \max_u M(u) \text{ s.t. } \sum_s u_s = \sum_s U_s$$

When we solve this program at the zip-code level, the dimension of the vector $u$ is more than $N=25,000$. Moreover, the problem is constrained by the fact that using classical (Newton-Raphson inspired) tools for optimization under constraints proves not to be manageable in periods in days or weeks, especially because each evaluation of the function takes a few seconds (around 4). Computing the numerical Hessian once would, for instance, take roughly $4N^2$ seconds, that is 500 million seconds, or more than 15 years. Even parallelizing the problem would not help much.

In order to find the optimal solution, we use the following algorithm that allow us to find the solution in one or two days. The whole optimization routine is coded under Matlab. First, we try to find the best possible starting value. We use the solution of the distinct-market model as the starting value for the fuzzy-market case. The solution of the distinct-market model is obtained using a similar algorithm as the one we describe now, except that the framework is much simpler and the solution is reached in a couple of minutes.

The general idea of the algorithm is to compute the vector of discrete gradients, $g_s(u) = M(u + \delta_s) - M(u), \forall s$, where $\delta_s$ is a vector with 1 at position $s$ and zeros elsewhere. At the equilibrium allocation, the planner should be indifferent between adding a job seeker in the different units. In other terms, he should be unwilling to remove a job seeker from a unit to allocate her to another unit. Therefore, the goal is to find the allocation that equalize the $g_s(u), \forall s$. Note that $M(u)$ are increasing and concave in $u$, so that $g_s(u)$ are positive but decreasing in $u$.

We proceed in two stages. The first stage is heuristic and only approximately converging to the result but is faster. First, we compute the discrete gradients $g_s(u)$ taking advantage of the matrix structure (enough RAM should be available so that several matrices $N \times N$ can be stored and manipulated). Second, we take all the units such that the gradient is below a given share of the median of $g_s(u)$ and have at least one job seeker. We construct a try allocation by removing one job seeker to all these units and allocating them to the units with the highest $g_s(u)$. We only keep the try if the number of matches is increased, and we iterate. At some point, this stage does not improve the result and we switch to the slower second stage.

The second stage also starts by computing the discrete gradients. The minimum and the maximum are isolated and one job seeker is transferred from the minimum to the maximum. Several thousands of iterations are necessary to reach the maximum.